Cratpeii 28 Koncrutynuu Pecnyonuku benapychk 3akpemnieHO mpaBo JUIa Ha 3aIIUTY
OT HC3aKOHHOI'0O BMCHIATCIILCTBA B €I'0 JIMYHYIO KU3Hb U MPEAOCTAaBJICHA BO3MOXHOCTb TpPC-
0oBaTh OT TOCYyAApCTBa OOECIIEYCHHS YTOJIOBHO-TIPABOBOM OXpaHbl TAWHBI YCHIHOBIICHHUS [5].
Crarbeit 177 Yronoaoro Koaekca Pecnyonuku benapyce (nanee — YK) npegycmorpena ot-
BCTCTBCHHOCTD 3a YMBLIIIJICHHOC pa3rjialliCHUC TaHBI YCBIHOBJICHUS IMPOTHUB BOJIM YCBIHOBU-
TeJd WIK YChIHOBIIEHHOTO. Ha ceromusmnuii aenn, cornacHo cratee 177 YK npegycmarpu-
BacTCs HaKa3aHUEC O6H_ICCTBCHHLIMI/I pa60TaMI/I, niu H_ITpa(bOM, HJIN UCIIPABUTEIbHBIMU pa60-
TaMH Ha CPOK JO0 OJHOIO roaa 3a YMBIIIJICHHOC pasrjlaliCHue TalHBI YCBIHOBJICHHUA (y;loqe-
pPEHMS) IPOTUB BOJIM YCHIHOBUTEISL MIIM YCBIHOBIIEHHOTO (y104epeHHOM) [6].

AKTya.]'ILHBIM 6y,I[€T MNEPECMOTP MCP HaKa3aHHUA 3a pa3rialliICHUC TalHBI YCBIHOBJICHUS U
YKCCTOUCHUHN OAHHBIX MCDP. BCZ[B COXPAaHCHHUC TalHBI YCBIHOBJICHUSA — 3TO COXPAHCHUC UHTC-
PE€COB HE TOJIBKO YCBIHOBJICHHOI'O, HO M €TO YCLIHOBHTeﬂeﬁ. B cliy4dasx, €CJIM pasrIalllCcHuc
TalHBI YCBIHOBJICHUA KacCcacTCA MEXKAYHAPOJHOI'0 YCBIHOBJICHUA, uenecoo6pa3Ho BHCIPHUTH B
crateto 177 YK Pecnyonuku benapych WHOCTpaHHBIX YCHIHOBHUTENEH. B mepByro odepenp,
3TO O6YCJIaBJII/IBa€TC$I 3aIUTON IIpaB U UHTECPECOB HECOBCPIICHHOJICTHETO, YTO CKA3bIBACTCA
Ha 6J'IaFOl'IpI/I}ITHBIX CEMEHHBIX OTHONICHUX B I/IHOCTpaHHOfI CEMBC.

3axmiouenne. [logsons HUTOI'H, CICOAYET CACIaTh BBIBOJ O HCO6XOI[I/IMOCTI/I OXpaHbl MH-
CTUTYTa TaliHbI yYChIHOBJIEHUS. LlenecooOpa3Ho COKpaTUTh CPOK M3MEHEHUS JaTbl POXKIACHUS
pebenka, a, cienoBaTenbHO, BHECTH n3MeHeHus B 4. 5 ¢r. 132 KobC, u3noxus ee B cienyto-
e pE€AaKIHN: «B HCKIIOYHTEIbHBIX ciy4dasax i obecreyeHnsT TalHbI YCBIHOBJICHHUA I10
npocs6e YCLIHOBHTCHCﬁ MOJKET OBITH U3MEHEHA JaTa poxXaACHUA pe6eHKa, HO He 0oJiee yeM Ha
TPHU Mecslla B TEYCHHE IMEPBBIX TPEX JIET JKU3HU peOeHKa, a TaKKe MECTO €r0 POKICHUS B
npeaciax PeCHy6JII/IKI/I Benapy(:b». Taxxe AKTYaJIbHBIM 6yz[eT YXKECTOYCHUC OTBECTCTBEHHO-
CTHU 3a YMBIINIJICHHOE pPas3rjialll€eHuc TalHBI YCBIHOBJICHHA NPOTHUB BOJIM YCBIHOBUTEIA HIIU
YCBIHOBJICHHOTI'O. Taxkum O6p2130M, JanbHEHIIee COBCPHICHCTBOBAHMWE 3aKOHOAATCIBCTBA, PE-
TYJITHPYIOUIETO BOIIPOCHI TalHBI YCBIHOBJICHU, 6yIleT croco0cTBOBAaTE OoJice B(b(l)eKTI/IBHOMy
obecrneyeHnIo IpaB JIeTeit.
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The rapid evolution of Large Language Models (LLMs) has transformed educational prac-
tices, particularly in the domain of Business English teaching. These models, trained on vast cor-
pora of human-generated text, enable the simulation of professional roles and facilitate interactive
learning experiences. The relevance of this study lies in its exploration of how LLMSs can bridge
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linguistic training with the development of specialized discourses, such as financial discourse,
which is essential for professionals navigating global business environments. For instance, adapt-
ing to financial tasks, generating professional narratives well-suited for role-playing scenarios in
education of LLMs are crucial for Business English teaching [1, 2]. Allen Huang highlights the
precision of LLMs in handling financial terminology, a key factor for authentic discourse in Busi-
ness English [3]. Lastly, LLMs can bridge linguistic training with professional competence in fi-
nancial contexts [4]. Together, these studies affirm that role-playing with LLMSs can significantly
enhance the development of financial discourse within educational frameworks. The aim of this
research is to investigate how LLMs, through role-playing, can emulate professional roles like
that of a financial consultant and adapt their language to foster the formation of financial dis-
course in Business English education. By leveraging LLMs’ ability to generate contextually ap-
propriate responses, this study seeks to highlight their potential as tools for enhancing both lin-
guistic and domain-specific competence.

Material and methods. The study utilized Grok 3, a beta-version LLM developed by
xAl, as the primary tool for conducting role-playing experiments. The methodology involved
designing a scenario where Grok 3 was prompted to assume the role of a financial consultant
tasked with assessing and improving a learner’s financial literacy.

Results and their discussion. An LLM, which stands for Large Language Model, is a neu-
ral network that has been trained on a large amount of text created by humans. It has the ability to
predict the next word or token based on a sequence of words or tokens that have been given as
context. Despite the fact that an LLM is fundamentally different from a human, it can convincing-
ly imitate human language use when embedded in a turn-taking dialogue system.

Also, an LLM is a machine that can generate a large number of simulacra, or characters,
that are consistent with the context of a conversation. The nature of the simulator allows users
to explore different branches of a conversation and keep track of divergences in the narrative.

The role-play framing of LLM-based dialogue agents allows for the simulation of char-
acters and the maintenance of a set of possible roles in superposition. This means that the dia-
logue agent does not commit to playing a single, well-defined role in advance, but rather gen-
erates a distribution of characters and refines that distribution as the dialogue progresses. The
dialogue agent is more like a performer in improvisational theatre, capable of stochastically
generating an infinity of simulacra. From the simulation and simulacra point of view, the dia-
logue agent will role-play a set of characters in superposition, with each character having its
own theory of selfhood consistent with the dialogue prompt and the conversation up to that
point. As the conversation proceeds, this superposition of theories will collapse into a narrow-
er and narrower distribution as the agent says things that rule out one theory or another. This
approach allows for a nuanced view of dialogue agents as a superposition of simulacra within
a multiverse of possible characters.

Proceeding from the above, we can imagine LLM as a character in the form of a service that
not only answers our questions, but can also ask us its own. Thus, when communicating with the
LLM service, we can ask it to assess our knowledge, help us come up with questions or clarify the
context, taking into account the age and level of training of the interlocutor, as well as the topic of
the material being discussed (for example, material about finance will be very different depending
on whether economics is its professional field or it is a general education subject).

We asked the chatbot Grok 3 beta to provide us with a financial literacy test [5]. The
prompt provided to the model was: «You're an expert in finance sphere. Give me a financial
literacy test, please». This approach allowed the LLM to simulate a professional interaction,
generating a five-question quiz on topics such as budgeting, interest rates, and investing, fol-
lowed by detailed explanations tailored to the learner’s responses.

To evaluate the LLM’s ability to adapt its language to the financial context, the dialogue
was analyzed for the use of domain-specific terminology (e.g., «compound interest», «diversifica-
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tiony), syntactic structures typical of financial consultations (e.g., explanatory cause-effect state-
ments), and the clarity of feedback provided. The analysis focused on how Grok 3 adjusted its
linguistic output to align with the professional register of a financial consultant, ensuring accessi-
bility for a Business English learner while maintaining accuracy in financial concepts. In the dia-
logue with Grok 3, terms such as «budgeting», «compound interesty», and «credit score» were in-
troduced and contextualized, reflecting the lexical and conceptual framework of financial dis-
course. Its feedback also included corrective guidance. This reflects a consultant’s role in not only
informing but also correcting misconceptions, a critical aspect of financial education.

The discussion of these findings highlights two key strengths of LLMs in role-playing.
First, their ability to simulate professional roles relies on their capacity to maintain a coherent
«theory of selthood» aligned with the prompt — in this case, a financial consultant’s expertise
and demeanor. Second, their linguistic flexibility allows them to tailor responses to the learn-
er’s level, shifting from technical precision to accessible explanations as needed. However, a
limitation emerged: without explicit prompting, the LLM did not spontaneously introduce re-
lated topics (e.g., tax implications of investments), suggesting that its role-playing depth de-
pends on the specificity of the user’s instructions.

Conclusion. Thus, LLMs open a qualitatively new stage of educational role-playing
games. LLM should be seen as a game character that not only answers questions, but is also
the source of them. The study demonstrates that LLM-based role-playing enhances the for-
mation of financial discourse by contextualizing specialized terminology and simulating pro-
fessional scenarios. Further integration of legal discourse could expand its potential, making
LLMs a versatile tool for Business English teaching in interdisciplinary contexts. However,
it's worth remembering that large language models can «hallucinate», so their responses need
to be checked.

1. Nie, Y. A Survey of Large Language Models for Financial Applications: Progress, Prospects and Challenges [Electronic resource] / Yugi Nie,
Yifan Zhao, et al. — Ithaca: arXiv.org, 2024. — Mode of access: https://arxiv.org/abs/2406.11903. — Date of access: 12.03.2025.

2. Kim, A. Financial Statement Analysis with Large Language Models [Electronic resource] / Alex Kim, Maximilian Muhn, Valeri Nikolaev. — Itha-
ca: arXiv.org, 2024. — Mode of access: https://arxiv.org/abs/2407.17866. — Date of access: 10.03.2025.

3. Huang, A. FinBERT: A Large Language Model for Extracting Information from Financial Text [Electronic resource] / Allen Huang, Hui Wang,
Yi Yang. — Hoboken: Wiley Online Library, 2022. — Mode of access: https://onlinelibrary.wiley.com/doi/full/10.1111/1911-3846.12832. — Date of access:
05.03.2025.

4. Tenzer, H. Language in International Business: A Review and Agenda for Future Research [Electronic resource] / H. Tenzer, et al. — Berlin:
Springer, 2017. — Mode of access: https://link.springer.com/article/10.1007/s11575-017-0319-x. — Date of access: 14.03.2025.

5. Role-playing with Large Language Models in teaching Business English: financial discourse [Electronic resource]. — Mode of access:
https://telegra.ph/ROLE-PLAYING-WITH-LARGE-LANGUAGE-MODELS-IN-TEACHING-BUSINESS-ENGLISH-03-14. — Date of access: 24.02.2025.

OCOBEHHOCTH YI'OJIOBHOM OTBETCTBEHHOCTH
HECOBEPIHIEHHOJIETHUX IO YTOJIOBHOMY 3AKOHOJATEJIBCTBY
PECIIYBJMKH BEJIAPYCh U POCCUIICKOM ®EJEPAIINN

Anroxoeckas A.M.,
cmyoenmka 3 kypca BI'Y umenu I1.M. Maweposa, 2. Bumebck, Pecnyonuxa benapyco
Hayunslii pykoBoauTens — XunpkeBud B.B., cT. mpenogasareins

AKTyaJIbHOCTh T€MbI 00YCJIOBJIEHA HEOOXOAMMOCThI0 obOecrieueHus 3¢pdekTuBHON 3a-
IIUTHl TIPaB U 3aKOHHBIX MHTEPECOB HECOBEPILIEHHOJIETHUX, COBEPIIMBUIMX IMPECTYIUICHHUS.
JanHas moTpeOHOCTh BO3HUKAET B CBSI3U C COXPAHSIOMIEHCS OCTPOTOM MPOOJIEMBI TTOIPOCT-
KOBOH NPECTYNHOCTH M Pa3IU4MsSIMM B MOJIXO0JaX K YTOJIOBHOH OTBETCTBEHHOCTU HECOBEp-
nieHHoneTHux B benapycu u Poccun, 4to TpeOyeT cpaBHUTENBHOIO aHalu3a AJis COBEPIIEH-
CTBOBaHM 3aKOHOJIATEJIbCTBA U IIPAKTUKH €T0 IPUMEHEHHS.

Martepunan u MeToabl. OCHOBHBIMU MaTe€pHaIaMU MCCIIE0BAHUS SIBIISIFOTCSI HOPMBI yro-
JIOBHOTO 3aKoHOAaTenscTBa Pecriyonmku benapycs u Poccuiickoii ®denepannu. B nporecce uc-
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