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INTRODUCTION 
 
1. Goals and objectives of the academic discipline: 

The main purpose of this course is to draw on the basic knowledge of psy-

chology already available to undergraduates, to familiarize them with the current 

state and prospects for the development of the leading branches of psychological 

practice.  

The objectives of the study of the discipline are: to characterize the modern 

trends in the development of psychology; critically analyze the main theoretical 

approaches of modern psychological science; develop undergraduates' skills of 

independent and conscious determination of the methodology and methods of 

scientific research; to acquaint undergraduates with the most promising areas of 

application of psychological knowledge in practice; to learn how to identify 

psychological problems, to reveal the unity of theory and practice in the context 

of problematic issues; to acquire the skills of an independent search for ap-

proaches to solving both theoretical and purely applied problems; to master the 

skills of determining the degree of relevance of a particular psychological prob-

lem in the context of modern psychological science and psychological practice 

in various branches of psychology; to learn to see interdisciplinary issues in the 

structure of psychological problems and to set tasks with the involvement of 

specialists from other sciences; to learn methods of translating theoretical 

knowledge into a form that ensures the practical use of this knowledge. 

2. The place of the academic discipline in the system of specialist training: 

In the master's degree system, the academic discipline “Qualitative and 

quantitative Research methods in Psychology” is included in the module “Ap-

plied Problems of Behavior Psychology” (a component of a higher education in-

stitution). The discipline “Qualitative and quantitative research methods in psy-

chology” is based on a wide use of knowledge of the disciplines “Psychodiag-

nostics”, “Theory and practice of practical activity of a psychologist”, “Labor 

Psychology”, “Social Psychology”, “Management Psychology”. The discipline 

“Qualitative and quantitative research methods in psychology” is a brief system-

atic presentation of the knowledge accumulated by modern psychology and re-

lated sciences about the variety of theoretical directions, methodological ap-

proaches to the study of personality and human behavior, as well as the types 

and directions of psychological assistance and methods of their statistical pro-

cessing. The current social situation increases the requirements for the level of 

professional training of a specialist psychologist, who must be able to navigate 

in a variety of theoretical areas, plan psychological research and their own prac-

tical activities, use the achievements of other sciences that study people and so-

ciety. The program is designed to provide the basic psychological competence of 

future masters in theoretical and practical aspects. The program focuses the at-

tention of undergraduates on psychological problems that are directly related to 

their future professional activities. Under this discipline “of Qualitative and 
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quantitative research methods in psychology” discusses trends in the develop-

ment of modern psychological practice, the problem of correlation between psy-

chological practice and the fundamental psychological knowledge, the variety of 

technologies used in psychological practice, perspective directions of research of 

problems of psychological practice, the role of psychological practice in the so-

cial life of the modern Belarusian society. 

3. Requirements for the development of the academic discipline. 

As a result of studying the academic discipline, the master's student should 

know: 

– the main trends in the development of psychological practice in the Re-

public of Belarus, the countries of the near and far abroad; 

– general and particular problems of modern psychological practice; 

– current problem fields and promising areas of psychological practice; 

be able to: 

– identify areas of application of fundamental psychological knowledge in 

various areas of psychological practice; 

– identify and analyze technologies used in psychological practice; 

– identify and analyze the needs for the main types of psychological ser-

vices of modern Belarusian society; 

to own: 

– skills of primary assessment of the psychological state of an adult, as-

sessment of the degree of his maturity in socio-psychological terms, 

– ways to stop behavior that deviates from the norm; 

– research skills; 

– oral and written communication skills; 

– techniques of management of educational-cognitive, scientific-research 

activities. 

In the process of mastering the discipline, the master's student forms and 

demonstrates the following competencies: 

Universal competencies: 

UK-2. Be able to use qualitative and quantitative research methods in psy-

chological practice. 

According to the curriculum, 90 hours are allocated for the study of the 

discipline “Qualitative and quantitative methods of research in psychology”, in-

cluding 48 hours in the classroom (20 – lectures, 20 – practical, 8 – seminars). 

The form of higher education-full-time, part-time. 

Distribution of classroom time by type of classes, courses and semesters: 

Full-time education 1 course, 1 semester: (20 – lectures, 20 – practical,  

8 – seminars).   

Part-time education 1 course 0 semester 6 – lectures, 1 course 1 semester  

6 – practical, 2 – seminar, 34 self-study). 

Forms of current certification in the academic discipline: According to the 

curriculum for the discipline, a credit is provided (1 semester). 
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MODULE 1  

APPLICATION OF MATHEMATICAL STATISTICS  

IN PSYCHOLOGY 

Lectures 
 

Lecture 1. History of mathematical methods in psychology 

 

Lecture plan 

1. Stages of development of mathematical methods in psychology 

2. History of the use of mathematical tools in psychology in the late 19th - 

early 20th centuries 

3. Use of mathematical tools in psychology in the early - mid 20th century 

4. Modern use of mathematical tools in psychology 

Basic concepts: science, psychology, mathematical methods 

 

1. Introduction. The process of mathematization of psychology began 

from the moment it was separated into an experimental discipline. This process 

goes through a number of stages. 

The first is the use of mathematical methods for analyzing and processing 

the results of experimental research, as well as the derivation of simple laws 

(late XIX century – early XX century). This is the time of developing the law of 

learning, the psychophysical law, and the method of factor analysis. 

The second (40–50s) – creating models of mental processes and human 

behavior using previously developed mathematical tools. 

The third (60s to the present) is the separation of mathematical psychology 

into a separate discipline, the main purpose of which is to develop a mathemati-

cal apparatus for modeling mental processes and analyzing data from a psycho-

logical experiment. 

The fourth stage has not yet arrived. This period should be characterized by 

the formation of theoretical psychology and the withering away – mathematical. 

2. History of the use of mathematical tools in psychology in the late 

19th – early 20th centuries 

Psychology in its scientific development inevitably had to pass and has 

passed the path of mathematization, although not in all countries and not in full. 

The exact date of the beginning of the path of mathematization, perhaps, does 

not know any science. However, for psychology, April 18, 1822 can be taken as 

the conditional date of the beginning of this way. It was then at the Royal Ger-

man scientific society, that Johann Friedrich Herbart read a report “On the Pos-

sibility and Necessity of Applying Mathematics to Psychology”. The main idea 

of the report was that if psychology wants to be a science, like physics, mathe-

matics must and can be applied in it. Two years after this report, J. F. Herbart 

published the book “An Attempt to Found the Science of Psychology on Experi-

ence, Metaphysics, and Mathematics”. In 1850 in Leipzig the second fundamen-
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tal book by Moritz-Wilhelm Drobisch “Foundations of Mathematical Psycholo-

gy”. Thus, this psychological discipline also has an exact date of appearance in 

science. However, some modern psychologists who write in the field of mathe-

matical psychology associate the beginning of its development with the Ameri-

can journal, which appeared in 1963. Thus, mathematical psychology, or more 

precisely, mathematized psychology, developed for a century before the Ameri-

cans. And the beginning of this process of mathematization of psychology was 

laid by I.F. Herbart and M.-V. Drobish. 

It should be said that in terms of innovations, Drobish's mathematical psy-

chology is inferior to that made by his teacher Herbart. In modern psychology 

mathematical modeling is a product of the second half of the 20th century. In the 

preface to Nechaev's translation of Herbart's psychology, the Russian professor 

A.I. Vvedensky, famous for his “psychology without any metaphysics”, spoke 

very disparagingly of Herbart's attempt to apply mathematics in psychology. But 

natural scientists, in particular psychophysicists Theodor Fechner, and the fa-

mous Wilhelm Wundt, who worked in Leipzig, could not pass by the fundamen-

tal publications of J.F. Herbart and M.-V. Drobish. It was they who mathemati-

cally implemented in psychology Herbart's ideas about psychological values, 

thresholds of consciousness, reaction time of human consciousness, and imple-

mented them using modern mathematics. The main methods of mathematics at 

that time-differential and integral calculus, equations of relatively simple de-

pendencies were quite suitable for identifying and describing the simplest psy-

chophysical laws and various human reactions. It was not for nothing that  

W. Wundt categorically denied the possibility of empirical psychology to inves-

tigate higher mental functions. They were, according to Wundt, in the field of a 

special, essentially metaphysical, psychology of peoples. English-speaking sci-

entists began to create mathematical tools for studying complex multidimen-

sional objects, including higher mental functions-intelligence, abilities, and per-

sonality. Among other results, it turned out that the height of descendants tends 

to return to the average height of ancestors, so the concept of “regression” ap-

peared, and equations were obtained that express this relation. The coefficient 

proposed by the Frenchman A. Bravais was improved, which quantitatively ex-

presses the ratio of two changing variables, i.e. correlation. Now this coefficient 

is one of the most important means of multidimensional data analysis, even 

the symbol has retained its abbreviation: small Latin “r” from English - relation. 

3. Use of mathematical tools in psychology in the early – mid 20th  

century 

The twentieth century introduced several unexpected features into the “re-

lationship” between psychology and mathematics. So, if at the beginning of the 

century some aspects of this issue are widely discussed by various scientists, in-

cluding A. Poincare, I.P. Pavlov, A. Einstein and others, then in the 30–40s they 

no longer cause such an acute interest. This can be judged at least by the fact 

that in psychological research of this period, very little attention is paid to quan-
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titative methods, formalization of psychological phenomena is preferred to qual-

itative descriptions, etc.  

Since the late 1920s, mathematical methods have increasingly penetrated 

into psychology and are creatively used in it. The psychological theory of meas-

urement is being intensively developed. Stochastic models of learning in behav-

ioral psychology are developed on the basis of the Markov chain apparatus. Cre-

ated in the field of biology by Ronald Fischer, dispersion analysis is becoming 

the main mathematical method in genetic psychology. Mathematical models 

from automatic control theory and Shannon’s information theory are widely 

used in engineering and general psychology. As a result, modern scientific psy-

chology in many of its branches is mathematized in a significant way. At the 

same time, newly emerging mathematical innovations are often borrowed by 

psychologists for their own purposes. For example, the appearance of an algo-

rithmic language for control problems, proposed by A.A. Lyapunov and  

G.A. Shestopal, was used by V.N. Pushkin to compile algorithms for the activity 

of a train dispatcher.  

Just a few years pass, and interest in the use of mathematics in psychology 

flares up with new, unprecedented force. The reason for this was the emergence 

and rapid development of a number of technical sciences, primarily cybernetics. 

The latter contributed to the rapid improvement of many mathematical methods, 

which, in connection with the new problems that arose in psychology, could be 

used in it much more effectively than before.  

But the main distinguishing feature of the interaction between psychology and 

mathematics of this period was the appeal of mathematics to psychology. This un-

expected turn is explained by the fact that in the middle of the XX century, due to 

the development of electronic computing and advances in psychology, neurology 

and physiology, was a real opportunity to raise the problem of “improving” thought 

processes. Mathematical modeling in psychology is initially associated with efforts 

to find forms of describing mental phenomena using the categories of abstract al-

gebra, topology, classical and vector analysis. For example, J. Piaget used a special 

logical–mathematical apparatus to describe the structure of intellectual acts, which 

correlates mental operations with mathematical ones. These operations can be 

linked into mobile integral structures that are characterized by their reversibility 

and associativity. K. Levin describes human behavior in terms of geometric topol-

ogy and vector analysis. At the same time, the living space of an individual began 

to be interpreted by him as an integral field, within which the aspirations and inten-

tions of a person arise and change, having like vectors, direction, magnitude and 

points of application. As one of the important characteristics of each point of the 

field, its valence (positive – negative motives) was considered. When describing 

the same field, K. Levin uses such abstract mathematical concepts as gradient, ro-

tor, divergence, and others. Despite the fact that the constructed mathematical 

models, as well as later ones, could not fully explain the phenomena and processes 

of the corresponding field of psychology, they allowed us to establish a number of 
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important facts and laws that currently belong to the “basics” of psychological sci-

ence (stadiality of intelligence formation, the presence of a level of claims, the Zei-

garnik effect, etc.). 

4. Modern use of mathematical tools in psychology 

Analyzing the relationship between mathematics and psychology, we can 

say that they are complex and ambiguous. On the one hand, many common psy-

chological theories and concepts have proved their validity without any mathe-

matical and statistical confirmation (for example, the theory of psychoanalysis 

of Z. Freud; the concept of humanistic psychology, etc.). On the other hand, the 

use of mathematical methods, of course, to a large extent objectifies the conclu-

sions of psychologists, makes it possible to isolate from a huge set of disparate 

psychological data factors and variables that are important in one sense or an-

other that have the greatest influence on the investigated resulting feature.  

The use of statistical methods in experimental psychology began at the be-

ginning of the last century and included several areas that brought deep qualita-

tive transformations to psychological science. For example, F. Galton was able 

to make deep progress in the study of the relationship between heredity and ex-

ternal influence, using the ideas of regression and correlation analysis. To study 

the structure of intelligence, C. Spearman was the first to use factor analysis. 

The introduction of a number of statistical methods into the practice of a psy-

chologist made it possible to significantly objectify the quality control of psy-

chological tests used in professional selection.  

Currently, the development of the apparatus for mathematical modeling of 

mental processes and phenomena has led to the formation of an integral scien-

tific field —mathematical psychology, which, in particular, deals with the sys-

temic problems of interaction between psychology, semiotics and information 

theory. In search of building computers that should model certain types of men-

tal activity, their creators turned to two basic principles of psychology and phys-

iology of higher nervous activity – associations and reflex. Thus, the founder of 

cybernetics, N. Wiener, wishing to construct a scheme of intelligent activity, 

turns to Locke's concept of the mechanism of associations and the teaching of 

I.P. Pavlov about conditioned reflexes. All this quite convincingly characterizes 

one of the general laws of modern scientific knowledge, which is that many 

problems and approaches to their solution often arise at the intersection of vari-

ous sciences. At present psychological research is increasingly turning to math-

ematical methods, widely using them to confirm statistical hypotheses, find rela-

tionships, predict and build mathematical models of various psychological phe-

nomena, processes and situations. 

In psychology, mathematical methods are widely used. This is due to sev-

eral factors: 

1) mathematical methods make it possible to make the process of studying 

phenomena clearer and more structured; 
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2) mathematical methods are necessary for processing a large number of 

empirical data (their quantitative exponents), for their generalization and organi-

zation in the empirical model of dependence research; 

 3) for the functional purpose of these methods and the needs of psycholog-

ical science, there are two groups of mathematical methods, the use of which in 

psychological research is the most frequent: the first - methods of mathematical 

modeling, the second – methods of mathematical statistics (or statistical meth-

ods). 

Thus, the need to apply mathematical methods in psychological science is 

due to the fact that psychological research currently cannot be carried out only 

from descriptive phenomenological positions, but requires the identification of 

the most objective quantitative and structural characteristics of the facts and 

phenomena under study, allowing us to consider the conclusions obtained as suf-

ficiently reliable. For this purpose, special procedures used to compare the prop-

erties of numbers and geometric objects with mental phenomena and processes 

according to certain rules. 

 

Lecture 2. Different approaches to the concept of probability.  

The algebra of probabilities. The formula of total probability 

 

Lecture plan 

1. Phenomenon and process. The law and the case. Determinism and un-

certainty of natural and social phenomena and processes. 

2. Probabilistic formalism of descriptive statistics. Randomness and prob-

ability. Event. Probability of events. 

Basic concepts: phenomenon, process, law, probability, event 

 

1. Phenomenon and process. The law and the case. Determinism and 

uncertainty of natural and social phenomena and processes 

The world of events surrounding a person. An accidental phenomenon. 

Random event as the outcome of the experiment. A reliable, impossible, and 

random event. Probability theory as a mathematical science. The probability is 

mathematical. Notation used in probability theory. Classical scheme of probabil-

ity theory. Geometric probability. Statistical probability. Subjective probability. 

The probability space. 

The world that we can observe – both nature and society – characterized by 

causal relationships (connections) of events, phenomena and processes.  

A phenomenon (plural, phenomena) is a general result that has been ob-

served reliably in systematic empirical research. Phenomenon-a picture of a set 

of events, usually simultaneous. It is represented as a static description of the 

state of the population (scene). 
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Process – dynamics of a phenomenon, i.e. change, development of a phe-

nomenon over time. It is a complete unfolding of events (scenes) that character-

ize the phenomenon in time (in a certain sense, a movie). 

At the same time, two principles are found in cause-and-effect relation-

ships-determinism and uncertainty. The understanding of these principles is con-

tained in the procedure “ if ..., then ...”, by which the causal relationship is for-

malized. The answer at any time and under the given conditions of experience – 

“if THIS, then UNAMBIGUOUSLY that” - means determinism in the ob-

served relationship. Conversely, the answer “if THIS, then PROBABLY 

THAT” means that the relationship is uncertain. Therefore, it is customary to 

distinguish between law and case. 

A law is a formalized one-to-one relationship between observed events, 

phenomena, and processes that can be detected and confirmed experimentally; 

the immutability of experimental conditions and the independence of observers 

are important. 

Case – a probabilistic relationship between observed events, phenomena, 

and processes, if the conditions of experience are unchanged. 

There are two extreme philosophical concepts - the world is deterministic 

(subject to law) and the world is indeterminate (random). A pragmatic view of 

the nature of things is the recognition of the complex dependence of events, 

phenomena, and processes at various scales and levels of consideration, the dy-

namic asynchronous interweaving of many different causes that characterize and 

influence (micro-) dependencies. Probability theory and mathematical statistics 

provide researchers with tools that allow them to analyze and characterize this 

type of mass micro-behavior at the macro level, without going into details. For 

this purpose, statistical (probabilistic) models of phenomena and processes are 

constructed.  

A model (probabilistic) is a qualitative and/or quantitative description of a 

phenomenon or process, at a higher or lower level of detail and / or abstraction, 

and claiming to be quite accurate. Often, the model discusses the nature of the 

inaccuracy and then points out ways to improve the accuracy of the model rep-

resentations. Additional research may be conducted to detect unknown deter-

ministic relationships between events; taking into account the frequency of repe-

tition and/or mass observation of a random phenomenon and process, attempts 

may be made to improve accuracy by identifying stable features – statistics. 

2. Probabilistic formalism of descriptive statistics. Randomness and 

probability. Event. Probability of events 

Probability theory is the mathematical foundation of modern statistics. A 

number of experiments and problems are known, as well as their experimental 

analogues, which lead to classical probabilistic schemes. These are the toss of a 

symmetrical coin, dice, card games, games with urns containing various objects. 

As a result of solving these problems, the formal foundations of probability the-

ory were laid, which are briefly discussed below.  
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Random event and probability. Statistical research involves complex 

natural, technological, or social mechanisms whose results and manifestations 

cann The results of observations are interpreted as realizations of the corre-

sponding random variable. All possible (real or speculative) realizations of a 

random variable make up its so-called General population. The General popu-

lation is rarely observed in the experiment, mainly due to limited resources 

(time, cost of the survey, capacity of information storage devices, etc.). 

ot be reliably predicted. Therefore, statistics, like probability theory, con-

siders the studied phenomena as random. In experiments, random phenomena 

are represented by random events.  

Example of product production: you need to formulate a statistical experi-

ment to assess the quality of the production process. In this case, a random event 

may, for example, be the appearance of a certain number of defective products 

in the control batch of products. To describe the random phenomenon under 

study, we compare a certain quantitative measure to the random event that rep-

resents it, which would reflect the frequency of occurrence of this event (for ex-

ample, how often 5 defective products are found in a batch of 100 products). 

This measure is called probability P in theory and is understood as a function of 

the space of elementary random events. This is a positive real number in the 

range from 0 to 1. Probability of an impossible event is considered to be 0, and 

the probability of a reliable event is 1.  

Random variable and its description. When conducting experiments, 

random events are usually correlated with a certain value X, which is usually 

called random. Depending on the nature of the phenomenon under study, the 

corresponding random variables can be discrete (for example, the number of de-

fective products in a batch) or continuous (such as the value of blood pressure). 

A description of a random variable is given by its distribution function. 

The distribution function for a particular value x is determined by the probability 

of the event that the random variable X will take a value less than this particular 

x: F(x) = P(X < x).  

 

 
Fig. 1. Distribution function of a random variable 
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The distribution function is a positive nondecreasing function that takes 

values from 0 to 1 (Fig. 1) For discrete random variables, you can specify the 

probability Pi=P (xi) of a particular value xi appearing. For continuous random 

variables, this description is the first derivative of the distribution function, 

which is called the probability density of the values of the random variable x 

(sometimes it is simply called the distribution of the random variable):  

F′(x)= =f(x) 
To understand the meaning of probability density, you can use the analogy 

with the mass and density of the body, representing the distribution function as 

the mass of the body, the volume of the body – the range of values of a random 

variable, the body density – the probability density. This is a positive function 

whose area under the curve relative to the axis of the random variable values is 

equal to one (Fig. 2).  
 

 
 

Fig. 2. The probability density of a random variable 

 

Thus, the random variable is fully characterized by its distribution function 

(for discrete and continuous variables) or probability density (for continuous 

variables). 

For a more compact (partial) description of a random variable, use numerical 

characteristics (or statistics) of random variables. The most important of them:  

– mean value μ. 

– dispersion σ2, or the root mean square (standard) deviation σ, which 

is equal to the square root of the dispersion.  

The average value is some central value of a random variable. It deter-

mines the position of the probability density curve along the x-axis of the ran-

dom variable values. In particular, as the average value of µ increases, the prob-

ability density curve shifts to the right (Fig. 3). 
The standard deviation characterizes the spread of the main mass of values 

of a random variable relative to the average. 
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Fig. 3. The change curve of the probability density  

with increasing mean and variance 

 
Statistical experience (experiment). The totality of observations from the 

point of view of practical statistics is data. It is known that arithmetic operations 
can be performed with classical functions as with functions. Probabilities can 
also be used as functions, and the laws of addition and multiplication of proba-
bilities are formalized in probability theory. This is the basis of statistical calcu-
lations. Getting a specific implementation of a random variable is called statisti-
cal experience. Absolute immutability of the conditions of any experience can-
not be ensured, so in practice it is only a question of ensuring relatively stable 
conditions. Meeting the requirements of experience stability is the subject of the 
data collection methodology. It is necessary to take into account the possibility 
that the data were obtained in conditions of non-constant conditions of experi-
ence; for subsequent processing and analysis of such data, adequate methods 
should be used. 

Central limit theorem. The most common probability model in statistics is 
the normal (Gaussian) model. It reduces a large number of practical problems of 
probability theory and mathematical statistics. The General set of this model is a 
set of outcomes of statistical experience that reflects the additive interaction of a 
large number of independent random phenomena (processes). This probabilistic 
model belongs to the class of so-called parametric models, i.e. models whose 
analytical form is uniquely defined using a finite number of parameters. In the 
Gaussian case, the model parameters are the mathematical expectation μ (the 
average value of the General population) and the dispersion σ2 – a measure of 
the spread of the values of a random variable relative to the mathematical expec-
tation.  The prevalence of the Gaussian model is explained by a fundamental 
property of nature that characterizes the probability distribution of the sum of a 
large number of independent random phenomena (processes). This property, 
formulated as a Central limit theorem, is shown in the fact that the sum of n 
equally distributed random variables tends to a normal (Gaussian) distribution 
with an infinite increase in n. (In practice, the effect of additive interaction of 
the order of n=30 independent random variables is sufficient.)  

Along with parametric models, nonparametric models are also used in 
statistics. In nonparametric models, the probability distribution law of the Gen-
eral population is assumed to be unknown. 
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Lecture 3. The types of random events. Algebra of events 
 

Lecture plan 
1. Probability theory 
2. The basic operations on events and the concept of the event algebra 
Basic concepts: events, dependent events, independent events, random 

events, algebra of events, probability theory 

1. Mathematical statistics is related to another mathematical science – 

probability theory and is based on its mathematical apparatus. 

Probability theory is the science that studies the patterns generated by 

random events. Pedagogical phenomena are among the mass ones: they cover 

large groups of people, repeat from year to year, and occur continuously. Indica-

tors (parameters, results) of the pedagogical process are probabilistic in nature: 

the same pedagogical influence can lead to different consequences (random 

events, random variables). Nevertheless, when conditions are repeatedly repro-

duced, certain consequences appear more often than others – this is the manifes-

tation of so-called statistical regularities (which are studied by probability theory 

and mathematical statistics). 

A random variable (RV) is a numerical characteristic that is measured 

over the course of an experiment and depends on a random outcome. RV im-

plemented in the course of experience is itself random. Each RV sets the proba-

bility distribution. The main property of pedagogical processes and phenomena 

is their probabilistic nature (under these conditions, they can occur, be realized, 

but may not occur). For such phenomena, the concept of probability plays an es-

sential role.  

Probability (P) shows the degree to which a given event, phenomenon, or 

result can occur. The probability of an impossible event is zero, and the proba-

bility of a reliable event is one (100%). The probability of any event is between 

0 and 1, depending on how random the event is. 

If we are interested in event A, we can most likely observe and record the 

facts of its occurrence. The need for the concept of probability and its calcula-

tion will arise only when we do not observe this event every time, or realize that 

it may or may not happen. In both cases, it is useful to use the concept of the 

frequency of occurrence of an event f(A) – as the ratio of the number of cases of 

its occurrence (favorable outcomes) to the total number of observations. The 

frequency of occurrence of a random event depends not only on the degree of 

randomness of the event itself but also on the number (number) of observations 

of this random variable.  

There are two types of RV samples: dependent and independent. 

If the results of measuring a property in the objects of the first sample do 

not affect the results of measuring this property in the objects of the second 

sample, then such samples are considered independent. 
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In cases where the results of one sample affect the results of another sam-

ple, the samples are considered dependent. The classic way to get dependent 

dimensions is to measure the same property (or different properties) twice in 

members of the same group.  

Event A does not depend on event B if the probability of event A does not 

depend on whether or not event B. Events A and B are independent if 

P(AB)=P(A)P(B). In practice, the independence of an event is established from 

the conditions of experience, the researcher's intuition, and practice. 

RV can be discrete (we can number its possible values), for example, the 

roll of the dice =4,6,2, and continuous (its distribution function F(x) is continu-

ous), for example, the service life of a light bulb. 

Mathematical expectation – a numerical characteristic of RV, approximate-

ly equal to the average value of RV:  

M(x)=x1p1+x2p2+...+xnpn 

Thus, when constructing a theory, it is necessary to enter a number P (A) 

called the probability of an event A, which is implemented using one of the axi-

oms, which is called the axiom of the existence of probability.  

Next, we need to consider the basic properties of frequencies and Express 

these properties as statements about the properties of probabilities. These state-

ments, together with the postulate of the existence of probability, form a system 

of axioms of probability theory. 

The frequency v(A) can be considered as the result of measuring (estimat-

ing) the probability P(A) from experimental data. Thus, the equality P (A)=p 

means that for a large number of N experiments, v (A)≈p, and the error |v(A)−p| 
tends to decrease with increasing N. 

Since 0nN, the frequency v(A)=  of occurrence of event A in a series of 

N experiments satisfies the condition 0v (A)1. A similar condition must be 

met by the probability: 0P(A)1.  
Consider the probability values at the boundaries of the interval [0,1]. Let P 

(A)=0, then the event A is called impossible and is denoted by the symbol . 
For an impossible event, its frequency is v(A)≈0 and tends to approach zero with 

an increasing number of N experiments. If P(A)=1, then event A is called valid 

and is denoted by the symbol E. The frequency of a reliable event v(E)≈1 and 

with an increase in the number of N experiments tends to approach 1. 

2. Basic operations on events and the concept of the algebra of events 

Let A be an event.  

An event A complement is an event  that consists of the fact that event A 

did not occur. Operations on events can be given a simple geometric interpreta-

tion. Consider this interpretation of the complement operation.  
Let the experiment consist in randomly throwing a point on a plane, and the 

set of conditions U is such that the outcome of each experiment is that the point 

falls into the area E of the plane. 
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By definition,   is an event that A did not occur. Therefore, in this inter-

pretation,  is the non-occurrence of a point in the region A.  

Union (or sum) of two events A and B is called the third event C, which 

consists in the fact that at least one of the events A or B occurred. To combine, 

we will use the notation C=AB or C=A+B. The “or” between two events can 

be used as an indication of the operation of combining two events. The union 

operation can also be interpreted geometrically. Let A be an event consisting in 

the fact that a point accidentally thrown on the plane falls into the area also de-

noted by A. Similarly, the event B is the contact point in the area B. The union 

operation is defined for an arbitrary number of events. For example, the event 

C=AB... is when at least one of the events A, B, ... occurs. The event 

D=n
i=1 Ai is when at least one of the events A1, ..., An occurs. Obviously the 

join operation is commutative by definition: AB=BA, and associative, which 

also follows from the definition: (AB)C=A(BC).  
Intersection of two events A and B is the third event C, which consists in 

the fact that both events A and B occurred. To denote the intersection operation, 

we will use the notation C=AB or C=AB. The intersection operation, as well 

as the union operation, is defined for an arbitrary number of events. For exam-

ple, the event C=AB ... is that all events A, B, … occur. The event   D=n
i=1 

Ai is that all events A1, ..., An occur. By definition, the intersection operation is 

commutative, that is, the condition: AB=BA is satisfied, and it is also asso-

ciative:  

(AB)C=A(BC). 

The union   and intersection   operations are mutually distributive. In 

particular, the union operation is distributive with respect to the intersection:  

A (BC)=(AB)(AC). 

Note that if the “ + “ sign is used for the union operation, and the absence 

of a sign is used for the intersection, it takes a well-known form: 

A(B+C)=(AB)+(AC) - the Distributive Law of multiplication with respect to 

addition in the algebra of numbers. In contrast, the Distributive Law of addition 

with respect to multiplication has no analog in the algebra of numbers.  

The considered operations on events are algebraic in nature. Therefore, in 

probability theory, the algebra of events is important, which is defined as  

follows.  

An event system F is called an event algebra if, for any pair of events A 

and B, it follows from the conditions A∈F, B∈F that the events , , A⋂B, 

A⋃B are contained in F. 

An event algebra is a system of events closed with respect to the operations 

of addition, intersection, and union. 

Event A is called impossible if P (A)=0. We will use the ∅ symbol to indi-

cate an impossible event. Event A is called valid if P (A)=1. A valid event is in-
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dicated by the symbol E. Obviously E=, =E. Events A and  are called 

opposite events. There are equalities =A, A =, A+  =E.  

Events A and B are called incompatible if  AB=. Since overline AA=, 

events A and  are incompatible.  Events A1, ... , An form a complete group if 

n
i=1Ai=E. This means that at least one of the events that form a complete group 

will appear as a result of the experience.  

Events A and B are called independent if P(A) does not depend on whether 

event B occurred or not, and Vice versa, P(B) does not depend on whether event 

A occurred or not. If event A occurs whenever event B occurs, then A is called a 

consequence of event B, this is written as the relation B⊂A or A⊃B, which is 

read as “from B follows A” and A”is a consequence of B”. The relation of the 

corollary can be given a geometric interpretation. If A⊂B and B⊂A, then the 

events A and B are called equivalent, this is written as A=B.  

Event C, which consists in the fact that event A occurred and event B did 

not occur, is called the difference between events A and B and is denoted by 

C=A B.  

 

 

Lecture 4. Random variables and their characteristics.  

The law distribution of a random variable 

 

Lecture plan 

1. Random variables and their characteristics 

2. Laws of distribution of random variables 

3. Binomial distribution (Bernoulli distribution) 

Basic concepts: random variable,discrete random variable, continuous 

random variable, distribution.  

 
1. A random variable is a quantity that, as a result of experience, can take 

on a particular value, it is not known in advance what it is.  

A discrete (discontinuous) random variable is a random variable that 

takes separate values that can be renumbered. 

A continuous random variable is a random variable where the data can 

take infinitely many values. For example, a random variable measuring the time 

taken for something to be done is continuous since there are an infinite number 

of possible times that can be taken. 

The law of distribution of a random variable is any relation that estab-

lishes a relationship between the possible values of a random variable and the 

corresponding probabilities. The law of distribution can have different forms.  

A series of distributions of a discrete random variable X is called a table, 

which lists the possible (different) values of this random variable x1, x2,..., xn 

with their corresponding probabilities p1, p2,..., pn. 
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xi x1 x2 ... xn 

pi p1 p2 ... pn 

 

The law of distribution of a random discrete quantity (X) is any relation 

that establishes a relationship between the possible values of a random variable 

(x1, x2,..., xn) and the corresponding probabilities (p1,p2,..., pn). In this case, 

the events (x1,x2,...,xn) form a complete group (i.e. the occurrence of one of 

them is a reliable event), which means 

∑n
i=1pi=1 

In this case, the random variable X is said to be subject to this distribution 

law. 

2. Laws of distribution of random variables 

Are random phenomena obeying any laws?  Yes, but these laws are differ-

ent from the physical laws we are used to. The values of random variables can-

not be predicted even under known experimental conditions, we can only indi-

cate the probability that a random variable will take a particular value. But 

knowing the probability distribution of random variables, we can draw conclu-

sions about the events in which they participate. However, these conclusions are 

also probabilistic.  

Let some random variable be discrete, i.e. it can only take fixed values of 

Xi. In this case, a series of probability values P (Xi) for all i=1...n acceptable 

values of this quantity is called its distribution law.  

The law of distribution is a relation that establishes a relationship between 

the possible values of a random variable and the probabilities with which these 

values are accepted. The distribution law fully characterizes the random varia-

ble. 

When building a mathematical model to test a statistical hypothesis, you 

must enter a mathematical assumption about the distribution law of a random 

variable (parametric way to build the model). 

The nonparametric approach to describing a mathematical model (a random 

variable does not have a parametric distribution law) is less accurate, but has a 

broader scope. 

Currently, there are a sufficient number of various packages of computer 

applications for these purposes. Among all probability distributions, there are 

those that are used in practice especially often, they are studied in detail and 

their properties are well known. Many of these distributions underlie entire 

fields of knowledge, such as reliability theory, quality control, game theory, and 

so on. 

Binomial distribution (bernoulli distribution) 

It occurs when the question is raised: how many times an event occurs in a 

series of a certain number of independent observations (experiments) performed 

under the same conditions. 
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For convenience and clarity, we assume that we know the value p – the 
probability that the user who entered the store will be a buyer and (1–p)=q – the 
probability that the user who entered the store will not be a customer. 

If X is the number of customers out of the total number of n users, then the 
probability that there are k customers among n users is equal to 

P(X=k)= , where k=0,1,..., n. 
Formula (1) is called the Bernoulli formula. For a large number of tests, the 

binomial distribution tends to be normal. 
Poisson distribution  

Plays an important role in a number of issues of physics, reliability theory, 
queuing theory, etc. Wherever a random number of events may occur over a cer-
tain period of time (radioactive decay, telephone calls, equipment failures, acci-
dents, etc.). 

Consider the most typical situation in which a Poisson distribution occurs. 
Let's assume that some events (purchases in the store) can occur at random 
times. Let's determine the number of occurrences of such events in the time in-
terval from 0 to T. The random number of events that occurred during the time 
from 0 to T is distributed according to Poisson's law with the parameter l=aT, 
where a>0 is the problem parameter that reflects the average frequency of 
events. The probability of k purchases over a large time interval (for example, – 

day) is  P(Z=k) =      

 

 
 

Fig. 4. Poisson distribution 

 
Normal (gaussian) distribution 

The normal (Gaussian) distribution is Central to the theory and practice of 
probabilistic statistical research. It was discovered and studied by K. Gauss 
(1809) and P. Laplace, who came to the normal function in connection with the 
work on the theory of astronomical observation errors. A continuous random 
variable \(X\) is called distributed according to the normal law if its distribution 
density is equal to  

f(x)=  exp −  ( )2 

−∞<x<∞, σ>0, −∞<μ<∞ 
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where μ coincides with the mathematical expectation of the value X: μ=M(X), 

the parameter s coincides with the mean square deviation of the value X: =s(X).  

The graph of the normal distribution function, as can be seen from the fig-

ure, has the form of a dome-shaped curve, called a Gaussian, the maximum 

point has coordinates 

(a; ) 

This means that this ordinate decreases with increasing value of s (the 

curve “shrinks” to the Ox axis) and increases with decreasing value of s (the 

curve “stretches” in the positive direction of the OU axis). Changing the values 

of the parameter μ (with the constant value of s) does not affect the shape of the 

curve, but only moves the curve along the Ox axis. 

 

 
Fig. 5. A normal distribution 

 

A normal distribution with parameters μ=0 and s=1 is called a normalized 

distribution. The distribution function of a random variable in this case will have 

the form: 

 
This curve at μ=0, σ=1 has received the status of a standard, it is called a 

unit normal curve, that is, any collected data tends to be transformed so that the 

curve of their distribution is as close as possible to this standard curve.  

The normalized curve was invented to solve problems in probability theory, 

but it turned out in practice that it perfectly approximates the frequency distribu-

tion for a large number of observations for a set of variables.  

Uniform distribution 

 The uniform probability distribution is the simplest and can be either dis-

crete or continuous. A discrete uniform distribution is a distribution for which 

the probability of each of the values of a random variable is the same, i.e.: 

P(X)=  

where N is the number of possible values of the random variable. 

The probability distribution of a continuous random variable X that takes 

all its values from the segment [a; b] is called uniform if its probability density 

on this segment is constant, but outside it is zero: 
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Student's t-distribution (or simply the t-distribution) 

 This distribution is related to the normal one. If the random variables x1, 

x2, ... xn are independent, and each of them has a standard normal distribution 

N(0,1), then the random variable has a distribution called the Student's distribu-

tion: 

 

 
 

 
Lecture 5. Mathematical expectation and variance  

of a discrete random variable 

 

Lecture plan 

1. Descriptive statistics 

2. Graphical visualization of sample data 

3. Sample mean value 

Basic concepts: minimum, maximum, mean or average, mode, median, 

quartile, percentile, Chebyshev formula  

 

1. The first section of mathematical statistics – descriptive statistics-is in-

tended for presenting data in a convenient way and describing information in 

terms of mathematical statistics and probability theory. The main quantity in sta-

tistical measurements is a unit of the statistical population (for example, any of 

the criteria for evaluating the quality of a teacher-researcher). A unit of a statis-

tical population is characterized by a set of attributes or parameters. The values 

of each parameter or attribute can be different and generally form a series of 

random values x1, x2,..., xn.  

A variable is a measurement parameter that can be controlled or manipulat-

ed in a study. Since the values of variables are not constant, you need to learn 

how to describe their variability. For this purpose, descriptive or descriptive sta-

tistics are invented: minimum, maximum, mean, dispersion, standard deviation, 

median, quartiles, and mode. 

The relative value of a parameter is the ratio of the number of objects that 

have this metric to the sample size. Expressed as a relative number or as a per-

centage (percentage value). 
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The specific value of this attribute is a calculated value that shows the 

number of objects with this indicator that would be contained in a conditional 

sample consisting of 10, or 100, 1000, and so on. 

Minimum and maximum are the minimum and maximum values of a var-

iable. 

Mean or average (estimate of the mean, sample mean) – the sum of the 

variable values divided by n (the number of variable values). If you have the 

values X(1),..., X (N), then the formula for the sample mean is: 

`х =     
The sample mean is the point, the sum of the observation deviations from 

which is equal to 0. Formally, this is written as follows: 

(`х  - х1) + (`х  - х2) + ... + (`х  - хn) =0 

To estimate the degree of variation (deviation) of an indicator from its 

average value, along with the maximum and minimum values, the concepts of 

dispersion and standard deviation are used.  

Sample variance is a measure of the changeability of a variable. The term 

was first introduced by Fischer in 1918. The sample variance is calculated using 

the formula: 

s2 =  

where `x is the sample mean, N is the number of observations in the sample. 

The variance varies from zero to infinity. An extreme value of 0 means that 

there is no variability when the variable values are constant. 

Standard deviation, the mean square deviation is calculated as the square 

root of the variance. The higher the variance or standard deviation, the more 

widely the variable values are scattered relative to the mean. 

 
The Median is the score found at the exact middle of the set of values. One 

way to compute the median is to list all scores in numerical order, and then lo-

cate the score in the center of the sample. For example, if there are 500 scores in 

the list, score #250 would be the median. If we order the 8 scores shown above, 

we would get: 15, 15, 15, 20, 20, 21, 25, 36 

There are 8 scores and score #4 and #5 represent the halfway point. Since 

both of these scores are 20, the median is 20. If the two middle scores had dif-

ferent values, you would have to interpolate to determine the median. 

Quartile are values that divide the two halves of the sample (split by the 

median) in half again (from the word quart-quarter). 
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Distinguish the top quartile, which is greater than the median and bisects 

the upper part of sample (values of variable is more than median) and lower 

quartile which is less than median and bisects the lower part of the sample. The 

lower quartile is often indicated by the symbol 25%, which means that 25% of 

the variable values are less than the lower quartile. The upper quartile is often 

indicated by the symbol 75%, which means that 75% of the variable values are 

less than the upper quartile.  

The Mode is the most frequently occurring value in the set of scores. To 

determine the mode, you might again order the scores as shown above, and then 

count each one. The most frequently occurring value is the mode. In our exam-

ple, the value 15 occurs three times and is the model. In some distributions there 

is more than one modal value. For instance, in a bimodal distribution there are 

two values that occur most frequently. 

Notice that for the same set of 8 scores we got three different values 

(20.875, 20, and 15) for the median and mode respectively. If the distribution is 

truly normal (i.e., bell-shaped), the mean, median and mode are all equal to each 

other. 

Asymmetrical distribution is a situation in which the values of variables 

occur at irregular frequencies and the mean, median, and mode occur at different 

points. An asymmetric distribution exhibits skewness. 

Kurtosis is a measure of the steepness of the distribution curve. The 

kurtosis is equal to: 

 
2. First look at the data. Graphical visualization of sample data. Scat-

ter plot. 

 

The quality of the data to be analyzed must be evaluated in advance. Data 

can be taken as a sample from a known General population or obtained by mod-

eling. The model way of forming a sample belonging to a certain General popu-

lation is to obtain data using a special computer program – a random number 

generator.  

The MS Excel analysis package includes the utility Sample. Creates a sam-

ple from the General population, considering the input range (data) as a General 

population. If the population is too large for processing or plotting, you can use 

a representative sample.  

To analyze data quality, it is useful to first perform a graphical visualiza-

tion of the sample. A dotted graphical representation based on the sequence 

number, time, or other appropriate category of sample data is called a scatter 

plot. The experiment number is plotted on the horizontal axis, and the sample 

values of a random variable are plotted on the vertical axis. The scatter plot al-

lows you to visually assess the area of localization (concentration) and the de-

gree of data dispersion.  
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A quantitative description of the sample data 

After building and filling in the tables with sample data, they begin to de-

scribe them numerically. Determine the volume – the amount of data and the 

range of changes in the random variable in the sample-the difference between 

the maximum and minimum values in the sample (span). To create a histogram –  

selective (statistical) way of probability density function the range of variation 

of a random variable is marked at intervals and starts the procedure of sorting 

data, which notes the frequency hit count data from the sample at an appropriate 

interval and builds the corresponding graphical image. There are absolute and 

relative frequencies. The latter are defined as the number of hits in the intervals 

divided by the sample size (the total amount of data). The sum of the relative 

frequencies in the histogram is 1, and the relative frequencies themselves can be 

expressed as a percentage. To construct a histogram, first decide how many bars 

or intervals, also called classes, represent the data. Many histograms consist of 

five to bars or classes for clarity. The number of bars needs to be chosen. The 

MS Excel analysis package uses the utility histogram.  

Descriptive statistics are broken down into measures of central tendency 

and measures of variability. Measures of central tendency include the mean, me-

dian and mode, while measures of variability include standard deviation, vari-

ance, minimum and maximum variables, and kurtosis and skewness. 

As a result of statistical analysis of the sample using descriptive statistics, 

we get point or interval estimates of the parameters of the General population.  

Point estimates are represented by a single number. The following pa-

rameter estimates are point estimates. 

The sum is calculated by summing all the sample data, taking into account 

the signs, and is denoted by ∑X. 
The minimum and maximum values are denoted, respectively, as min Х and 

max X. 

The interval (span) of the sample is defined as the difference between the 

largest and smallest values min Х – max X. 

The average (arithmetic) value of the sample data is calculated using the 

formula: 

 
The standard error of the mean is rarely used because of the complexity of 

using it in further calculations. 

The standard deviation of the sample data (from the average) is calculated 

using the formula: 

 
The variance of the sample data is defined as S2. 
It should be emphasized that the point estimate is a random variable, since 

its value differs in different samples when a random phenomenon is observed. 
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Interval estimates are represented by a pair of numbers (the boundaries of 

a certain interval); interval estimates are given together with the probability or 

level of reliability (confidence) (the estimated value falls within the specified 

confidence interval). 

Reliability level – the probability that the true value of the estimated statis-

tics is in the confidence interval constructed (most often based on a point esti-

mate). The reliability level is often set as a percentage. 

There is often a need to group and / or rank data. From the histogram and 

frequency polygon for each class, the frequency and cumulative frequency are 

known, respectively. Standard groups formed in statistics are percentiles (per-

centile ranks), deciles, quartiles, and so on. 

Percentile – a number indicating which percentage of data is below or 

above the specified value. To calculate the percentile, use the formula  











−
+= %% I

h

LRLscore
LRankPercentile

 
where L% is the percentage of data lying below the (critical) interval; I% – the 

percentage of data that belong to a given interval; LRL – lower real border of the 

specified interval; h is the size (step) interval; score – the value for which is de-

termined by a percentile. Every 10th percentile is called a decile, and every 25th 

quartile (the second quartile corresponds to the median). In MS Excel, the corre-

sponding procedures are included in the Rank and percentile analysis package 

utility. Used to output a table containing the ordinal and percentage ranks for 

each value in the data set. This procedure can be used to analyze the relative po-

sition of data in a set.  

3. Sample mean value 

The sample mean is a statistic whose expected degree of variability from a 

sample from a given population is less than the variability of the sample data it-

self. It is also known that the sample mean is an unbiased estimate of the aver-

age of the General population (the mathematical expectation of a random varia-

ble). However, the sample average remains (as opposed to the mathematical ex-

pectation!) random variable. Thus, for the sample average, it makes sense to 

have their own statistics – the sample mean, variance, and so on. 

The problem of determining confidence intervals for the sample average is 

a classic statistical problem. Three cases are typical: 

• The General population is distributed according to a normal law with a 

known standard deviation – the parameters of the normal law are used to solve 

the problem.  

For example, there is a random sample of length N=144 with an average 

value X=100 taken from a General population of length N=1000 with a known 

standard deviation =60. Then the 95% confidence interval for an unknown val-

ue of the average of the General population (mathematical expectation) is calcu-

lated as follows, i.e. with 95% confidence, it can be stated that the average of the 

General population lies in the range between 90.89 and 109.11. 
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• The General population is distributed according to the normal law, but the 

standard deviation is unknown, and the sample length n is less than 30 – the pa-

rameters of the student's t-distribution with (n-1) degree of freedom are used to 

solve the problem; 

For example, there is a random sample of length n=144 with an average 

value X=100 and a sample standard deviation S=60. Then the 95% confidence 

interval for an unknown value  of the General population average (mathemati-

cal expectation) is calculated as follows:  

 
that is, with 95% reliability, we can say that the middle of the General pop-

ulation lies in the range between 65.363 and 134.637. 

• The distribution of the General population is unknown, but its standard 

deviation is known – the K-parameter from Chebyshev's theorem is used to 

solve the problem (an analysis that does not depend on the form of the distribu-

tion). 

For example, there is a random sample of length with an n=14 average val-

ue X=100  taken from a General population of length N=1000 with a known 

standard deviation =60. Then the 95% confidence interval for an unknown val-

ue of the General population average (mathematical expectation) is calculated as 

follows: 

 
where K is calculated using the Chebyshev formula  

 
As a result , we have, i.e. with 95% reliability, we can say that the middle 

of the General population, from which the sample is taken, lies in the range be-

tween 28.321 and 171.679. 

 

 

 

Lecture 6. Сombinatorics. General rules of combinatorics.  

Basic formulas of combinatorics 
 

Lecture plan 

1. Sum rule 

2. Samples 

3. Placements 

Basic concepts: combinatorics, samples, placements 
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Combinatorics is the study of collections of objects. Specifically, counting 

objects, arrangement, derangement, etc. of objects along with their mathematical 

properties. 

1. Sum rule 

The entire variety of combinatorial formulas can be derived from two main 

statements concerning finite sets – the sum rule and the product rule. 

If an event e1 can be done in n1 ways and an event e2 can be done in n2 

ways and e1 and e2 are mutually exclusive, then the number of ways of both 

events occurring is n1 + n2 

Example 1. If there are X books on the first shelf and Y on the second, then 

you can select a book from the first or second shelf in X+Y ways. 

Example 2. The student must complete practical work in mathematics. He 

was offered a choice of 17 topics in algebra and 13 topics in geometry. How 

many ways can he choose one topic for practical work?  Decision: according to 

the sum rule, we get 17+13=30 options.  

A tuples is a finite sequence of elements of a set that can be repeated.  

If two events are not mutually exclusive (that is, we do them separately), 

then we apply the product rule.  

Suppose a procedure can be accomplished with two disjoint subtasks. If 

there are n1 ways of doing the first task and n2 ways of doing the second, then 

there are n1 · n2 ways of doing the overall procedure. 

Example 1. If there are 5 books on the first shelf and 10 on the second, then 

you can choose one book from the first shelf and one from the second in 

5*10=50 ways. 

Example 2. The bookbinder must bind 12 different books in red, green, and 

brown bindings. How many ways can it do this? Decision. There are 12 books 

and 3 colors, so according to the product rule, 12*3=36 binding options are  

possible. 

2. Samples. If a subset is selected from a set of items, it is called a sample. 

There are ordered and unordered samples. In an ordered sample, the order in 

which its elements follow is essential. In other words, by changing the order of 

the elements, we get a different sample.  

Example 1. From the digits 1, 2, 3, 4, 5, you can make the following three-

digit numbers 123, 431, 524, ...and so on. These are ordered three-element sam-

ples, since 123 and 132 are different numbers. 

Example 2. Of the 20 students in the class to choose two persons on duty. 

Any pair of attendants is an unordered two-element selection, since the order of 

their selection is not important.  

3. Placements of n elements by k elements (k < n) are combinations made 

up of n elements by k elements that differ either by the elements themselves or 

by the order of the elements.  

The number of placements without repetitions from n to k (n different 

elements) is calculated by the formula:  
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             (1) 

Placements with repetitions of n elements by k are ordered k-element se-

lections in which elements can be repeated. The number of repetitive place-

ments is calculated using the formula: 

                (2) 

Example. Let's take the letters B, A, and C. Which placements of these let-

ters, taken two at a time, can be obtained? How many such sets will be obtained 

if: 1) the letters in the set are not repeated; 2) the letters can be repeated? 

Decision. 

The following sets are obtained: BA, BС, AC, AB, СB, СA according to 

the formula (1), we get:  

 sets. 

 
The resulting sets are: BB, BA, BС, AA, AB, AС, СС, СB, and СA. Using 

the formula (2), we get:         

sets. 

Example. There are 6 traffic lights along the road. How many different 

combinations of their signals can there be if each traffic light has 3 states: “red”, 

“yellow”, “green”?  

Decision.  

Let's write out several combinations: RRRYGG, GGGGGG, RYGRYG 

and so on. We can see that the composition of the sample changes and the order 

of elements is significant (because if, for example, in the sample RYGRYG 

swap R and Y, the situation on the road will be different).  

Therefore, we apply the formula (2) and calculate the number of place-

ments with repetitions from 3 to 6, we get    combinations. 
 
 

PRACTICAL AND SEMINARS 

 

Practical 1. History of mathematical methods in psychology 

I. Study the theoretical material and answer the following questions: 
1. The subject of psychology and the range of phenomena studied by it.  
2. The evolution of the subject of psychology during the XIX-XX centu-

ries: periods of crises and integration.  
3. Psychology and “normal science”: the problem of scientific criteria.  
II. Practical task: 
1. Choose the correct words from the suggested ones and fill in the gaps: 

mathematical, dispersion analysis, Leipzig, correlation, factor analysis.  
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a. In 1850 in ........... the second fundamental book by Moritz-Wilhelm 
Drobisch “Foundations of Mathematical Psychology”. 

b. The coefficient proposed by the Frenchman A. Bravais was improved, 
which quantitatively expresses the ratio of two changing variables, i.e. 
................. 

c. Created in the field of biology by Ronald Fischer,...................... is be-
coming the main mathematical method in genetic psychology. 

d. To study the structure of intelligence, C. Spearman was the first to use 
.................. 

e. Currently, the development of the apparatus for mathematical modeling of 
mental processes and phenomena has led to the formation of an integral scientific 
field – .................... psychology, which, in particular, deals with the systemic prob-
lems of interaction between psychology, semiotics and information theory. 

2. Choose the correct answers: 
1. The first stage of using mathematical methods in:  
a. XVII–XIX century 
b. late XIX century – early XX century 
c. 40–50 years of the XX century 
2. The second stage of using mathematical methods in: 
a. 10–30 years of the XIX century 
b. 50–60 years of the XX century 
c. 40–50 years of the XX century  
3. The third stage of using mathematical methods in:  
a. 60s to the present  
b. 20–30 years of the XX century 
c. 10–20 years of the XX century 
4. Who owns the idea that if psychology wants to be a science, like physics, 

it is necessary and possible to apply mathematics? 
a. S. Freud 
b. A. Maslow 
c. J.F. Herbart 
5. W. Wundt categorically denied: 
a. Possibility of empirical psychology to explore higher mental functions. 
b. Correlation coefficient 
c.  Psychological values, thresholds of consciousness, time of reactions of 

human consciousness using modern mathematics 
6. Who first applied factor analysis? 
a. C. Spearman. 
b. F. Galton. 
c. I.P. Pavlov. 
7. Psychological theory of measurement is rapidly developing: 
a. Since the late 30s of the XX century. 
b. Since the late 20s of the XX century 
c. At the end of the XX century 
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8. The search in psychology for forms of describing mental phenomena us-
ing the categories of abstract algebra, topology, classical and vector analysis is 
associated with: 

a. Mathematical modeling 
b. Physics 
c. Behaviorism 
9. In psychology, mathematical methods are widely used, due to the fact 

that: 
a. Currently psychological research can only be carried out from descrip-

tive phenomenological positions 
b. Bring clarity and structure to the process of studying phenomena 
c. Currently, psychologists do not use mathematical methods in scientific 

research 
 
Practical 2. History of mathematical methods in psychology: the prob-

lem of measuring and interpreting data in psychology 

I. Study the theoretical material and answer the following questions: 
1. The concept of measurement, measurement errors, the concept of scale.  
2. A general idea of the methods of psychophysics and psychometrics.  
3. Features of psychological measurements.  
4. The measurement result (variable) as a continuous or discrete random 

variable.  
5. Types of measurement error. 
II. Practical task: 
Read Chapter 5 Psychological Measurement in the textbook Research 

Methods in Psychology: 
Price, P. C. Research Methods in Psychology. 2nd Canadian Edition / I-

Chant A. Chiang, Rajiv S. Jhangiani, and Paul C. BC Campus, 2015.  
Write your abstracts on the following points: 
1. Define measurement. 
2. Give several examples of measurement in psychology. 
3. Distinguish the four levels of measurement. 
4. Give examples of each, and explain why this distinction is important. 
Make short answers in. doc format and attach them. 
 
Practical 3. Different approaches to the concept of probability. The al-

gebra of probabilities. The formula of total probability. Part 1 

I. Study the theoretical material and answer the following questions: 
1. Concepts of variable, case.  
2. Types of variables in relation to hypotheses.  
2. Samples. The concepts of sampling and the general population.  
3. The concept of distribution. A general idea of the law of large numbers.  
II. Practical task: 
1. Specify the correct definitions 
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Phenomenon –  
Process –  
Law –  
Case –  
A model (probabilistic) -  
– is a general result that has been observed reliably in systematic empirical 

research; 
– dynamics of a phenomenon, i.e. change, development of a phenomenon 

over time; 
– is a formalized one-to-one relationship between observed events, phe-

nomena, and processes that can be detected and confirmed experimentally; the 
immutability of experimental conditions and the independence of observers are 
important; 

– a probabilistic relationship between observed events, phenomena, and 
processes, if the conditions of experience are unchanged; 

– is a qualitative and/or quantitative description of a phenomenon or pro-
cess, at a higher or lower level of detail and / or abstraction, and claiming to be 
quite accurate. 

1. Calculate the probability of each independent event: P(black)= 

 
a. 4/8 
b. 3/6 
c. 2/8 
2. Calculate the probability of each independent event: P(1)= 

 
a. 1/7 
b. 1/8 
c. 2/6 
3.  Calculate the probability of each independent event: P(odd)= 

 
a. 4/6 
b. 1/2 
c. 1/8 
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4. What is the probability of choosing a vowel from the English alphabet? 

a. 21/26 

b. 5/26 

c. 1/21 

5. Which of the following is an experiment? 

a.  Tossing a coin 

b. Rolling a single 6-sided die 

c. All of the above 

 

Practical 4. Different approaches to the concept of probability. The al-

gebra of probabilities. The formula of total probability. Part 2 
 

I. Study the theoretical material and answer the following questions: 

1. The space of elementary events.  

2. Random events.  

3. The concept of probability. 

4. Probability distribution. 

 

II. Practical task: 

1. Describe & total the shaded area. Choose the correct version. 

  
• A = 8   

• В = 11     

• B = 8 

 
• F = 8    

• E’ = 8   

•  E  ∩  F = 3 

 
• B’ =11     

• A  ∪  B = 16   

•   A = 5 
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2. Calculate and write down the answer. P(A)=  

 
a. 1/11 

b. 8/11 

c. 8/1 

3. Calculate and write down the answer. P(A’)= 

 
a. 3/11 

b. 3/5 

c. 8/11 

4. Calculate and write down the answer. P(B)= 

 
a. 5/11 

b. 5/1 

c. 2/11 

5. Calculate and write down the answer. P(B’)= 

 
a. 6/11 

b. 11/5 

c. 5/11 

6. Calculate and write down the answer. P(A∩B)= 

 
a. 1/7 

b. 10/11 

c. 3/11  
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7. Calculate and write down the answer. P(A∪B)=  

 
a. 0 

b. 1/11 

c. 10/11 

 

Practical 5. The types of random events. Algebra of events. Part 1 

I. Study the theoretical material and answer the following questions: 

1.  Equally possible events. Compatible and incompatible events. Pairwise 

incompatible events. Reliable and impossible events as categories related to a 

particular test. 

2. A complete system of events. A complete system for a pair of incompat-

ible events. 

II. Practical task: 

1. Which of the following is an impossible event? 

a. Getting an even number after rolling a single 6-sided die. 

b. Choosing a white marble from a jar of 25 green marbles. 

c. Choosing an odd number from 1 to 10. 

d. None of the above. 

2. A number from 1 to 11 is chosen at random. What is the probability of 

choosing an odd number? 

a. 6/11 

b. 5/11 

c. 1/11 

3. At a middle school, 18% of all students play football and basketball and 

32% of all students play football. What is the probability that a student plays 

basketball given that the student plays football? 

a. 56% 

b. 133% 

c. 25% 

4. Which of the following is a certain event? 

a. Getting a 4 after rolling a single 6-sided die. 

b. Choosing a teacher from a room full of students. 

c. Choosing an odd number from the numbers 1 to 10. 

d. None of the above. 

5. Specify the correct definitions 

Compound event -  

Random -  

Impossible Event -  

Dependent -  
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Reliable event –  
– is an event made up of two or more simple events. 
– an event is called that may or may not occur as a result of some test  

(experience). 
– is an event that cannot happen. 
– an event that is affected by previous events. 
– if it will necessarily occur as a result of this test. 
 
Practical 6. The types of random events. Algebra of events. Part 2 
I. Study the theoretical material and answer the following questions: 
1. The concept of an event. 
2. Random and non-random events. 
3. Measures of the possibility of occurrence of the event. 
4. The concept of the event system. 
II. Practical task: 
1. Classify each pair of events as dependent or independent.  
A letter of the alphabet is selected at random; one of the remaining letters is 

selected at random 
a. independent 
b. dependent 
A month is selected at random; a day from that month is selected at random 
a. independent 
b. dependent 
A month is selected at random; a number from 1 to 30 is selected at random 
a. independent 
b. dependent 
The color of a car is selected at random; the type of transmission is selected 

at random 
a. independent 
b. dependent 
2. Q and R are independent events. Find P(Q and R). If P(Q) = 0.6, P(R) = 0.9 
a. 0.54 
b. 0.45 
c. 0.33 
3. Q and R are independent events. Find P(Q and R). If P(Q) = 1/4 , P(R) 

= 2/3 
a. 1/6 
b. 2/3 
c. 3/5 
4. S and T are mutually exclusive events. Find P(S or T). If P(S) = 12%, 

P(T) = 27% 
a. 39% 
b. 67% 
c. 26% 
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5. S and T are mutually exclusive events. Find P(S or T). If P(S) = 5/8, 

P(T) = 1/8 

a. 2/3 

b. 3/7 

c. 3/4 

6. Specify the correct definitions 

Outcome: 

Sample Space:  

The set of all possible outcomes  

A result of a random experiment 

 

Practical 7. Random variables and their characteristics 

I. Study the theoretical material and answer the following questions: 

1. A random variable as a function on the space of elementary events.  

2. Algebra of random variables. Numerical characteristics of a random var-

iable.  

3. Grouping of statistical data.  

4. Geometric interpretation of statistical distributions of the sample.  

5. Normal distribution. Lyapunov's Theorem. Indicative distribution. 

 

II. Practical task: 

1. Specify the correct definitions 

Measures of Variability: 

 Range: 

Variability/Variance: 

Standard Deviation: 

Sum of Squares: 

Outlier: 

Measures that allow you to determine the degree of variation within a pop-

ulation or sample, determine how representative a particular score is of a data 

set, and determine the scope and validity of any generalizations you wish to 

make based on your research observations. 

 The range is the difference between the highest and lowest scores in a dis-

tribution. 

 Degree to which the scores vary from their mean. 

 Square root of the variance. 

The sum of squares is a measure of variance or deviation from the mean. It 

is calculated by summing the squares of each score’s difference from the mean. 

It is the sum of squared deviations.  

A data point that is distinctly separate from the rest of the data. 

2. Find the median of the following data set: 12   18   16   21   10   13    

17   19 
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a. 12,5 

b. 17,6 

c. 16,5 

3. Find the mean of the data: 91+ 84 + 56 + 90 + 70 + 65 + 90 + 92 + 30 

a. 70 

b. 68 

c. 74 

4. Find the mode of the data: 91+ 84 + 56 + 90 + 70 + 65 + 90 + 92 + 30 

a. 92 

b. 90 

c. 84 

5. What is the range for the following set of numbers?  

15, 21, 57, 43, 11, 39, 56, 83, 77, 11, 64, 91, 18, 37   

a. 80 

b. 77 

c. 95 

 

Practical 8. Mathematical expectation and variance of a discrete ran-

dom variable 

I. Study the theoretical material and answer the following questions: 

1. The mathematical expectation of a discrete random variable.  

2. The mathematical expectation of the sum of random variables.  

3. The variance of the sum of independent random variables.  

4. Chebyshev's inequality and the law of large numbers.  

5. The Poisson Distribution. 

II. Practical task: 

1. Specify the correct definitions 

1. The law of large numbers 

2. The Poisson distribution 

3. Mathematical expectation 

4. Chebyshev's Theorem  

a. also known as the expected value, which is the summation of all possible 

values from a random variable.  

b. is a discrete function, meaning that the variable can only take specific 

values in a (potentially infinite) list. 

c. is a theorem that describes the result of performing the same experiment 

a large number of times. According to the law, the average of the results ob-

tained from a large number of trials should be close to the expected value. 

d. is a fact that applies to all possible data sets. It describes the minimum 

proportion of the measurements that lie must within one, two, or more standard 

deviations of the mean. 
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2. The table below shows the probability distribution of a random varia-
ble Y. 

Y P(Y) 

2 0.3 

3 0.2 

4 0.3 

5 0.2 
 

What is the expected value of Y?   Write your answer as a decimal. 
The table below shows the probability distribution of a random variable X. 

 

X P(X) 

 0 0.2 

1 0.1 

2 0.7 

3 0 
 

What is the expected value of X? Write your answer as a decimal. 
4. The table below shows the probability distribution of a random varia-

ble X. 

X P(X) 

13 0.3 

14 0.4 

15 0 

16 0.3 

 
What is the expected value of X? Write your answer as a decimal. 
 

Practical 9. Combinatorics. Part 1 
I. Study the theoretical material and answer the following questions: 
1. Sets and operations on them. Algebra of sets.  
2. Splitting a set into subsets. Tuples and Cartesian product of sets.  
3. Mapping of multiples. The sum rules. 
4. The concept of factorial. 
II. Practical task: 
1. At a restaurant, there are 18 dinners with meat, 10 different dinners with 

fish, and 5 vegetarian dinners? How many dinners to choose from? 
a. 38 
b. 33 
c. 35 
2. How many ways can we label a chair if each label consists of both a let-

ter AND a number between 1 and 50, inclusive? 
a. 1250 
b. 1310 
c. 1300 
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3. The seats of a lab room are to be labelled with a letter and a number not 
exceeding 25. What is the largest number of chairs that can be labeled differently? 

a. 625 
b. 330 
c. 650 
4. With 31 flavors of ice cream, 4 sizes of serving, and a choice of “cone” 

or “dish,” how many different orders of ice cream are there? 
a. 248 
b. 250 
c. 264 
5.   From the suggested words, select the appropriate ones and insert them 

in the places of the omissions: combinatorics, counting 
a.  ....... is the study of counting. Mathematicians who study combinatorics de-

velop techniques to count outcomes, arrangements, and combinations of objects. 
b.  These ....... strategies can be applied to many different areas in mathe-

matics, like probability, algebra, and geometry. 
 

Practical 10. Combinatorics. Part 2 
I. Study the theoretical material and answer the following questions: 
1. Placements and permutations. 
2. Combinations and binomial coefficients.  
3. Pascal triangle. 
II. Practical task: 
1. Complete this line of Pascal’s triangle “1, 8, 28, 56, 70, 56, . . . “. 
a. 1, 8, 28 
b. 28, 8, 1 
c. 56, 28, 1 
2. Five runners run a race. How many different ways can they finish? 
a. 120 
b. 210 
3. How many different possible permutations can be made from the word 

‘BULLET’ such that the vowels are never together? 
a. 240 
b. 120 
5. In how many ways can a selection of 3 men and 2 women can be made 

from a group of 5 men and 5 women? 
a. 100 
b. 70 
6. Solve the following  30 P 2     

30 C 2 

a. 870, 470 
b. 870, 435 
7. What line of Pascal’s triangle is  1, 10, 45, 120, 210, 252, 210, 120, 45, 10, 1? 
a. 10 
b. 11 
c. 16 
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MODULE 2 

QUALITATIVE AND QUANTITATIVE APPROACHES  

TO PSYCHOLOGICAL RESEARCH 

Lectures 
 

Lecture 7. Experiment in psychological research 

 

Lecture plan 

1. Experiment in psychological research 

2. Types of experiment 

3. Requirements for conducting the experiment 

4. Stages of the experiment 

Basic concepts: experiment, lab experiment, field experiment, formative 

experiment 

1. Experiment in psychological research. An experiment is a method of 

empirical research based on the active and purposeful creation of controlled 

conditions that allow us to identify essential properties and connections in the 

object under study. Experiment as a method of scientific research has the fol-

lowing main features: 

• a more active attitude towards the object than during observation, up to its 

change and transformation; 

• multiple reproducibility of the studied object at the request of the re-

searcher; 

• ability to detect properties and relationships of phenomena that are not 

observed in natural conditions; 

• the possibility of considering the phenomenon as if in “pure form” by iso-

lating it from complicating circumstances or by changing the conditions of the 

experiment; 

• ability to control the ”behavior“ of the research object and verify its  

results; 

• an experiment is always guided by an idea, a concept, a hypothesis; 

Despite the variety of experiments, they can be classified on various 

grounds. There are real and mental basic types of experiments. In turn, real ex-

periments are divided into natural, when the object of research is in natural con-

ditions, which can change at the will of the experimenter; model, when the real 

object of research and the conditions affecting it are replaced by a model; social, 

when experiments are aimed at studying certain social phenomena. In modern 

science, a thought experiment is widely used – a system of mental procedures 

performed on idealized objects. A thought experiment is a theoretical model of 

real experimental situations. At the same time, the researcher operates not with 

real objects and conditions of their existence, but with conceptual samples of 

these objects. It is necessary to emphasize the important role of social experi-
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ments at the present time, which contribute to the introduction of new forms of 

social organization and optimization of social management. The object of a so-

cial experiment, in the role of which a certain group of people acts, is one of the 

participants in the experiment, whose interests have to be considered, and the 

researcher himself is included in the situation he is studying. The content and 

procedures of social experiments are also determined by the legal and moral 

norms of society.  

Each method of empirical knowledge performs special, specific functions. 

The main functions of experimental methods include, first, cognitive. It is ex-

pressed in the search, detection, comparison and experimental analysis of new 

phenomena, their properties and relationships. A scientific experiment, as a rule, 

provides new information about the objects under study. 

Secondly, experimental methods also perform a verification function. Sci-

entific experiment as the most important element of practice always acts as an 

objective criterion of the truth of empirical and theoretical knowledge. 

Third, experimental methods also have an analytical function associated 

with the analysis of the results of the experiment. 

The main focus of this analysis is to find out whether the results of the ex-

periment can serve as a basis for revising previous theoretical concepts, or they 

can form the basis for further development of these concepts, or for putting for-

ward new scientific hypotheses.  

Fourth, experimental methods also perform a demonstration function. Ex-

perimental methods are inextricably linked to observation, measurement, and 

comparison. Therefore, many of the functions performed by observation, com-

parison, and measurement are also inherent in experimental methods. 

2. Types of experiment 

There are three types of experiments you need to know: 

• Lab Experiment. A laboratory experiment is an experiment conducted un-

der highly controlled conditions (not necessarily a laboratory), where accurate 

measurements are possible. 

• Field Experiment. Field experiments are done in the everyday (i.e. real 

life) environment of the participants. The experimenter still manipulates the in-

dependent variable, but in a real-life setting (so cannot really control extraneous 

variables). 

• Formative experiment (combines the procedures of research and training, 

education, training.) It can be carried out in the form of trainings, games, solving 

specific situations, etc. The method is not limited to registering results, but cre-

ates special conditions for the development of personal qualities of the subjects. 

It is widely used in educational psychology. 
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Table 1. – Features of laboratory and natural experiment 

 

A natural experiment Method A laboratory experiment 

natural conditions 

the conditions are unnatural, 

creating unpleasant sensa-

tions 

feelings 
the control side of an in-

trinsic 
high 

high realism low 

harder to reproduce reproducibility it is easy to produce 

high when applied to 

the conditions where it 

was conducted; in other 

conditions, low 

ecological validity low 

higher constructive validity low 

complex can't be used technical equipment complex can be used 

more costs and time less 

 

3. Requirements for conducting the experiment 

In the experiment, various experimental schemes and plans are distin-

guished: 

1. The procedure of repeated measurement (when the subjects perform 

tasks under different conditions: separately and in the presence of others.) When 

organizing an experimental plan with repeated measurement, the same subjects 

are presented with different conditions of the independent variable and the de-

pendent variable is measured. 

2.  Independent subjects and the intergroup scheme (when different groups 

perform the same task under different conditions of the independent variable). 

3. Scheme of matched pairs (these are identical monozygotic twins. They 

are naturally matched pairs, at least at the time of birth). 

4. Experiment with one participant (when one person takes part in the ex-

periment and it takes a lot of time or when you just need to get acquainted with 

the problem in order to formulate some hypotheses. 

Despite the specifics and features of various types of experimental method, 

the following general requirements for conducting an experiment, regardless of 

its types, are distinguished: 

• the presence of the object of research, allowing the possibility of describ-

ing the system of variables that determine its behavior; the possibility of quanti-
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tative and qualitative measurements; control of influencing factors, the state of 

the object and conditions during the experiment; 

• the description of the object of experimental observation is carried out in 

the system of its components; 

• definition and description of the conditions of existence of the object of 

research (industry, type of production, working conditions, form of interaction 

of employees, etc.); 

• the presence of a clearly formulated experimental hypothesis about cause-

and-effect relationships; 

• subject definition of the concepts of the formulated hypothesis of the ex-

periment; 

• a reasonable selection of the independent variable and the dependent vari-

able; 

• description of the specific conditions of the research object's activity 

(time, place, socio-economic situation, etc.). 

In terms of structure, the experiment is a complex formation containing 

several successive stages of its implementation, certain important measurement 

techniques, tools and procedures. 

4. Stages of the experiment. There are the following stages of the experi-

ment. 

The first (preparatory) stage in the most general form includes a detailed 

development of the methodological and methodological sections of the experi-

ment program, as well as a work plan for its organization and implementation. 

The second (implementation) stage of the experiment is essentially the 

main stage, during which the subject-practical experimental activity of the ex-

perimenter and the subjects is carried out. 

The third (final) stage of the experiment includes procedures for analyzing, 

processing and generalizing the results of the experiment into a reliable and con-

firmed scientific fact. 

The preparation of an experiment consists of two blocks of operations: the 

justification of the experiment and the construction of a program for its imple-

mentation. 

The rationale for an experiment begins, as a rule, with an analysis of its 

necessity, i.e., the study of the objective social need for experimental research. 

Then, by understanding the available resources for the implementation of a 

sociological experiment, the possibilities of its implementation are identified. 

Finally, the possible costs and damage from the test are compared with the ex-

pected positive results and a conclusion is made about the need or impossibility 

of conducting the experiment. 
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Lecture 8. Mixed qualitative and quantitative methods 

 

Lecture plan 

1. Characteristics of mixed research 

2. Advantages and disadvantages of mixed studies 

3. Types of mixed research 

Basic concepts: “mixed” research, qualitative and quantitative methods 

 

1. Characteristics of mixed research 

To implement “mixed” research that combines qualitative and quantitative 

methods, it is important to understand the nature, capabilities and limitations of 

each approach. For example, the main characteristics of traditional quantitative 

research are a focus on deduction, confirmation of theories / hypotheses, expla-

nation, standardized data collection, and statistical analysis. The main character-

istics of traditional qualitative research are inductive logic, continuous search, 

exploration, hypotheses / theories, continuity of data collection and analysis. 

The researcher acts as the main tool, where his subjectivity is the basis of cogni-

tive capabilities. Thus, the planes for comparing qualitative and quantitative 

methods are based on the following elements: induction / deduction; subjectivity 

/ objectivity and contextuality / the ability to make generalizations. The views of 

the proponents of quantitative methods are based on the general propositions of 

positivism, where observables and objects are equated in properties with physi-

cal phenomena [Ayer, 1959; Maxwell, Delaney, 2004; Popper, 1959;  

Schrag, 1992].  

“Mixed methods research” (or, briefly, MMR) originated in the early twen-

tieth century. Thus, modern social researchers are among three methodological 

and scientific paradigms: quantitative, qualitative and “mixed”. “Mixed re-

search”, understood exclusively in a qualitative and quantitative way, refers, ra-

ther, to a narrower interpretation of this direction. In a broader context, “mixed” 

research involves a wide variety of non-trivial (different from classical) combi-

nations of methods of different classes in one study (using online and offline 

methods, verbal and visual data, etc.). The fundamental point of “mixed” design 

in research is the condition that the combination of methods is a combination of 

the strengths of each of them. Thus, the main argument of mixed research is that 

the data obtained from a combination of methods will exceed the possibilities 

from the application of a single method. This strategy implies a special type of 

research, where quantitative and qualitative research approaches, methods, tech-

niques and description languages are integrated [Burke, Onwuegbuzie, 2004].  

The philosophical platform of the strategy of mixing methods is classical 

pragmatism, represented primarily by the ideas of Ch. Peirce, W. James, and J. 

Dewey. Adherents of the school of pragmatism believe that scientific methods 

should be applied to find the “best” answer out of all possible ones. Here, an at-

tempt is made to consider various points of view, perspectives and views, in-
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cluding the optics of qualitative and quantitative research. In the broadest sense, 

pragmatism is a kind of conceptual framework that allows you to combine 

methods and research tasks. From a pragmatic point of view, research is one of 

the forms of action to achieve the goal, which is based on solving research ques-

tions [Morgan, 2013, с. 42–43].  

2. Advantages and disadvantages of mixed studies 

The advantage of mixing methods is the mutual enrichment of cognitive 

capabilities, data, and interpretations. Qualitative data (words, photos, and narra-

tives) can be used to adequately understand numbers. In turn, numbers can be 

used to understand words, photos, and narratives. In general, the complex quali-

tative and quantitative design provides an opportunity to answer a wider range 

of research questions, and more reasonable generalizations of data are assumed. 

Among the most obvious disadvantages are procedural ones associated with in-

creased resource costs: first, temporary (long – term), second, financial (“expen-

sive” complex projects), and third, human (usually requires specialists who 

combine the approaches of both paradigms). The strategy of “mixing” includes 

many similar names. So, there is a mention of “combined” research [Thomas, 

2003], integrative studies [Johnson, 2004], multi / multimethod studies [Hunter, 

Brewer, 2003; Morse, 2003], triangulated studies [Sandelowski, 2003], and 

mixed research [Johnson, 2004, et al.]. 

3. Types of mixed research 

Mixed studies as a broader and more universal concept is divided into sub-

types. First of all, there are mixed methods, where qualitative and quantitative 

approaches are integrated within one or several stages of the research process. 

Secondly, there are actually mixed methods (mixed methods), where it is as-

sumed to include quantitative and qualitative stages in the study, the use of 

which is relatively autonomous.  

R. Burke et al., in turn, divide mixed studies into five groups: 

1. Selected based on the item being mixed (what is being mixed).  

2. Compose studies where mixing occurs at different stages. 

3. Describes the breadth of mixed studies. 

4. Describes the reasons for mixing methods in the study. 

5. The definition of the method of conducting the study is included, where 

the categorization is “bottom-up” or “top-down”.  

American sociologist D. Morgan notes that mixed research offers three op-

tions for integrating the results of qualitative and quantitative methods.  

First, the variant of “intersecting” (convergent) data allows you to compare 

the results of different methods that answer the same question (Qual = Quant). 

As a rule, the qualitative and quantitative parts are realized simultaneously.  

Secondly, the option of “additional coverage” implies the achievement of 

different research tasks by different methods (Qual + Quant). 
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The third principle of “sequential contributions” allows you to build a chain 

of continuity between data: the results of one method will serve as data for “in-

put” to the next method (Qual - > Quant).  

Combining the three cognitive capabilities of qualitative methods is used in 

a research design model called the “sequential priorities model” (Morgan, 2013). 

Specialists in mixed methods usually identify the dominant component in the 

project (qualitative or quantitative), which allows you to answer most of the 

questions of interest. According to D. Morgan's ideas, there are three ways to 

use the strengths of qualitative data in a quantitative project (for example, in a 

survey).  

First, they use the intelligence capabilities of qualitative methods when it is 

not clear what the subject of the study is and what the research program should 

look like. 

Secondly, the ability to find out the “meanings” of the studied phenomena, 

which is the strength of qualitative methods. 

Third, the ability to identify specific ways to design tools and formulate 

questions. 

As D. Morgan writes in his work, there are two main approaches to enrich-

ing qualitative projects with quantitative methods. First, to test hypotheses and 

theories that have been developed as a result of a quality project. Secondly, in 

order to generalize the obtained qualitative results beyond the limits of the stud-

ied case. Both approaches require the operationalization of qualitative results in-

to measurable variables and testable relationships.  

The principle of mixed research is that researchers should create projects 

that effectively answer their research questions. The author obviously needed to 

obtain as wide a profile as possible so his design included a survey with demo-

graphic, Likert-scaled, and open-ended questions; however, he also needed opin-

ions, which are subjective, and best dealt with by qualitative methods. Questions 

of frequency may best be explored by quantitative methods, and perception and 

opinion by qualitative. If the questions deal with both of these, then mixed 

methods are likely to be preferred.  

 

 

Lecture 9. Qualitative methods in solving practical problems 

 

Lecture plan 

1. General characteristics of qualitative research 

2. Methods of analysis of qualitative methods in solving practical problems 

3. Qualitative research as an approach and epistemology in solving practi-

cal problems 

Basic concepts: qualitative methods, qualitative research, “soft” research 

strategies 
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1. General characteristics of qualitative research 

Dissemination of qualitative research is one of the current trends in 

methodology. Various studies of individual cases, qualitative analysis of doc-

uments and audiovisual materials, “field”, included ethnographic observa-

tions, unstructured in-depth interviews are gaining an increasing number of 

supporters in sociology, anthropology, psychology, political science, peda-

gogy and other sciences.  

Qualitative research is a field of research characterized by a variety of theo-

retical foundations, ethical guidelines, methodological solutions, principles and 

procedures used. This is a certain approach to generating knowledge. Qualitative 

research includes, for example, phenomenological, narrative research, discourse 

analysis, and other “soft” research strategies. Based on these features, it is pos-

sible to give the most complete definition of qualitative research. This is a com-

prehensive study based on the field form of work, involving the collection of de-

tailed descriptions of human experiences and meanings, data processing using 

special text analysis procedures, their interpretation taking into account the so-

cio-cultural context, the lack of strict standardization, attention to individual 

cases, reliance on the point of view of the studied people and the reflection of 

the researcher himself. The modern field of qualitative research is an extremely 

branched tree of directions, strategies and methods. There is no single, generally 

accepted classification of them.  

The category of “quality” includes: case study, biographical research, life 

history, phenomenological, hermeneutical method, ethnomethodology, ethnog-

raphy, phenomenography, “grounded theory”, focus group method, Delphi 

method (expert evaluation method), structural analysis of events, qualitative 

content analysis, discourse analysis, conversation analysis, narrative analysis, 

feminist, dialogical, cultural research, heuristic research, action research, clinical 

research, etc.  

Qualitative methods are complex research methods that reveal in detail not 

statistical quantitative patterns, but the real content of motivational and emo-

tional aspects of information perception. And these methods in a certain way 

allow: 

1. to overcome the subject-object dichotomy of the natural science research 

paradigm, using both subjective and objective knowledge; 

2. to achieve integrity in the description and understanding of the phenom-

enon under study; 

3. to obtain information corresponding to the categorical apparatus used by 

the individual in the perception and evaluation of information; 

4. to achieve an in-depth understanding of the phenomena under study, 

without focusing on mass data collection; 

5. present the results and give practical recommendations in an accessible, 

understandable form to the customer; 
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6. to get a rich amount of data faster and cheaper than using traditional 

quantitative methods. 

2. Methods of analysis of qualitative methods in solving practical  

problems 

Qualitative research is research that primarily deals with qualitative data 

and qualitative methods of analysis. Qualitative methods of analysis are spe-

cial forms of text analysis that focus not on the calculation and statistical gener-

alization of certain text units, but on their content division, generalization, com-

parison and interpretation. These approaches are aimed at solving, in fact, one 

common problem: how to categorize data and establish links between catego-

ries. This task is the core of qualitative analysis. Among the most typical proce-

dures of qualitative analysis are the selection of phrases, patterns, themes, meta-

phors, their clustering, counting, comparison, generalization, comparison with 

existing constructs and theories, etc. 

Qualitative data is any information collected by a researcher that is ex-

pressed not in numbers, but in words: some content that is extracted by the re-

searcher from observation protocols, interviews, documents and audiovisual ma-

terials and formulated, encoded and transmitted to them verbally. In this sense, 

qualitative research is research that primarily or exclusively uses words as data 

and means of analysis. 

3. Qualitative research as an approach and epistemology in solving 

practical problems 

Summarizing the classifications, definitions and descriptions of qualita-

tive research available in the literature, we can distinguish: 1) preference for 

the field form of work; 2) appeal to the social context; 3) pursuit for richness 

and holism of description; 4) interest in individual cases; 5) inductive approach 

to data; 6) flexibility and lack of rigid standardization; 7) interpretation of the 

person under study as an expert; 8) increased attention to language; 9) orienta-

tion to the study of meanings and experiences; 10) reliance on the researcher's 

reflexivity. 

Appeal to the social context. Engaging and in-depth analysis of social, 

cultural, historical, ideological, political contexts, as well as the communicative 

context of the researcher's interaction with the people under study is another im-

portant feature of qualitative research. The studied phenomena are analyzed in 

the broad context of their manifestation. 

The pursuit of wealth and holism description. The concept of thick de-

scription, introduced by the famous ethnographer K. Geertz in the analysis of 

various cultures, has now become one of the central concepts of qualitative 

methodology. It means the desire to obtain the most rich, detailed, multi-sided, 

systematic, holistic descriptions of the phenomenon under study. Getting rich 

descriptions is also seen as another way to solve the problem of validity and re-

liability of qualitative research. 
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Interest in individual cases. The emphasis on the study of exceptional 

phenomena and specific cases is also the “calling card” of qualitative research. 

We can say that this is their essence: qualitative research highlights what can be 

overlooked in statistical generalization. They perform a heuristic function and 

serve for a deeper and broader understanding of the phenomenon under study, 

its boundaries and possible variations. 

An inductive approach to data. The collection and analysis of empirical 

data takes place outside of any pre-formulated generalizations, theories, hypoth-

eses. Qualitative research usually ends rather than begins with hypotheses and 

theories. That is why they are often presented as the best way to pre-study some-

thing, discover, explore new areas, develop theories and hypotheses about the 

phenomenon being studied. 

Flexibility and lack of rigid standardization. The lack of strict standardi-

zation allows you to remain more receptive to reality and free in relation to those 

procedures and ways of working with data. In qualitative research, the research-

er himself is recognized as the main “measuring device”. In the field work, the 

researcher observes, makes notes in an unstructured form, which then compre-

hends and translates into the form of a narrative. The interpretation of the re-

searcher as a research tool, the flexibility of solutions and the reliance on a non – 

rigid research design is another important feature of this methodology. 

Interpretation of the person under study as an expert. Proponents of 

this methodology consider the people studied more as experts (their life and ex-

periences, their culture and community, the specifics of using a certain dis-

course, etc.), rather than as naive and passive subjects or test subjects. This is 

also related to one of the procedures that is sometimes used in qualitative re-

search in order to verify the data and make them more reliable: discussion with 

the study people of the results and conclusions obtained in order to make some 

corrections, clarifications, additions to them. 

 Increased attention to the language. There are several features of the in-

terpretation of language in qualitative research. First, natural language is seen 

as the medium that most authentically represents the reality of human existence. 

Secondly, the description and analysis uses everyday language, which makes it 

possible to describe the phenomenon more sensitively, clearly, vitally and natu-

rally than the academic language. Third, when analyzing and writing reports, re-

searchers strive to preserve the original language of the subjects, their way of 

describing, expressing, and authentic forms of categorization.  

Orientation to the study of meanings and experiences. Qualitative re-

search seeks to clarify the position of the other, preferring direct dialogue, taking 

into account the contexts. And this is considered one of the most complete and 

reliable ways to study the meanings that people attach to the objects and events 

of their own lives, and the experiences associated with them.  

Reliance on the researcher's reflexivity. The researcher's appeal to his 

own subjectivity and reflection of his observations, experiences, personal expe-
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rience, language, knowledge, assumptions, research position, ethnic, cultural and 

gender identity is an integral component of any qualitative research today. Pro-

ponents of qualitative methodology believe that without involving the re-

searcher's reflexivity in the report, it is impossible to provide a truly valid and 

environmentally friendly social study. 

 

 

Lecture 10. Analysis and presentation of the results  

of qualitative research 

 

Lecture plan 

1. Data analysis  

2. Phenomenological Analysis 

3. Hermeneutic Analysis 

4. Contextual issues and qualitative research 

 Basic concepts: qualitative data, content analysis, narrative analysis, dis-

course analysis, grounded theory 

1. Data analysis  

Qualitative data refers to non-numeric information such as interview tran-

scripts, notes, video and audio recordings, images and text documents. Qualita-

tive data analysis can be divided into the following five categories: 

1. Content analysis. This refers to the process of categorizing verbal or 

behavioural data to classify, summarize and tabulate the data. 

2. Narrative analysis. This method involves the reformulation of stories 

presented by respondents taking into account context of each case and different 

experiences of each respondent. In other words, narrative analysis is the revision 

of primary qualitative data by researcher. 

3. Discourse analysis. A method of analysis of naturally occurring talk and 

all types of written text. 

4. Framework analysis. This is more advanced method that consists of 

several stages such as familiarization, identifying a thematic framework, coding, 

charting, mapping and interpretation. 

5. Grounded theory. This method of qualitative data analysis starts with 

an analysis of a single case to formulate a theory. Then, additional cases are ex-

amined to see if they contribute to the theory. 

Qualitative data analysis can be conducted through the following three 

steps: 

Step 1: Developing and Applying Codes. Coding can be explained as cat-

egorization of data. A ‘code’ can be a word or a short phrase that represents a 

theme or an idea. All codes need to be assigned meaningful titles. A wide range 

of non-quantifiable elements such as events, behaviours, activities, meanings 

etc. can be coded. 
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There are three types of coding: 

Open coding. The initial organization of raw data to try to make sense of it. 

Axial coding. Interconnecting and linking the categories of codes. 

Selective coding. Formulating the story through connecting the categories. 

Step 2: Identifying themes, patterns and relationships. Un-

like quantitative methods, in qualitative data analysis there are no universally 

applicable techniques that can be applied to generate findings. Analytical and 

critical thinking skills of researcher plays significant role in data analysis in 

qualitative studies. Therefore, no qualitative study can be repeated to generate 

the same results. 

Nevertheless, there is a set of techniques that you can use to identify com-

mon themes, patterns and relationships within responses of sample group mem-

bers in relation to codes that have been specified in the previous stage. 

Specifically, the most popular and effective methods of qualitative data in-

terpretation include the following: 

• Word and phrase repetitions – scanning primary data for words and 

phrases most commonly used by respondents, as well as, words and phrases 

used with unusual emotions; 

• Primary and secondary data comparisons – comparing the findings of 

interview/focus group/observation/any other qualitative data collection method 

with the findings of literature review and discussing differences between them; 

• Search for missing information – discussions about which aspects of the 

issue was not mentioned by respondents, although you expected them to be 

mentioned; 

• Metaphors and analogues – comparing primary research findings to phe-

nomena from a different area and discussing similarities and differences. 

Step 3: Summarizing the data. At this last stage, the research results are 

linked to the hypotheses or goals and objectives of the study. When writing data 

analysis, notable quotes from the transcript are used to highlight the main topics 

in the conclusions and possible contradictions. 

It is important to note that the process of qualitative data analysis described 

above is general, and different types of qualitative research may require several 

different methods of data analysis. 

2. Phenomenological Analysis 

The meaning of the phenomenon is conceptualized in the interior of the in-

dividual’s awareness. Phenomenology is an approach to explore people’s every-

day life experience. It is used when the study is about the life experiences of a 

concept or phenomenon experienced by one or more individuals. A phenomeno-

logical researcher investigates subjective phenomena [Creswell, 2009]. For ex-

ample, a thoughtful understanding of the meaningful aspects of having a conver-

sation or a talk together or the experience of interacting online and the kind of 

contact or closeness we experience through email, texting, or social networks 

may be of value to professional practitioners as well as to anyone involved in the 
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conversational relations of everyday living. This type of research is used to 

study areas in which there is little knowledge.  

Therefore, phenomenological research is a design of inquiry coming from 

philosophy and psychology in which the researcher describes the lived experi-

ences of individuals about a phenomenon as described by participants [Creswell, 

2014]. 

Phenomenological analysis is based on discussions and reflections of direct 

sense perception and experiences of the researched phenomenon. A starting 

point of the strategy is your ability to approach a project without a priori as-

sumptions, definitions or theoretical frameworks. A key aspect of this method of 

analysis is phenomenological reduction. You need to eliminate any factors, 

which disturb your perceptions or which you consider as outside factors. As 

phenomenological research is based on either your own or other people’s expe-

riences and perceptions of the phenomenon, so too does phenomenological 

analysis focus on either your own or other people’s experiences and perceptions 

of the phenomenon. Phenomenological analysis is a broad and loose name for 

various types of analysis based on the phenomenological orientation of the Phi-

losophy of science. These orientations lay emphasis on experiences, interpreta-

tions and bodily sensations. You can combine phenomenological analysis with 

other modes of analysis. A combination of the rules of phenomenological analy-

sis and hermeneutics is known as phenomenological hermeneutic analysis. 

3. Hermeneutic Analysis 

Hermeneutic analysis is a name for various methods of analysis, which are 

based on interpreting. The strategy forms an opposite to those research strategies 

which stress objectivity and independence of interpretations in the formation of 

knowledge. Hermeneutic research includes various different approaches. Meth-

ods of analysis may also vary, and in different disciplines discipline-specific 

methods exist for interpreting phenomena. Hermeneutic analysis enables you to 

elicit an in-depth understanding of meanings of, for example: human practices, 

culture, works of art and texts. Understanding is produced through systematic 

interpretation processes.           

These processes are known as a hermeneutic circle. Interpretation of details 

affects the interpretation of the entire phenomenon; reviews of these interpreta-

tions produce a deepening understanding of the phenomenon. You can combine 

hermeneutic analysis with other methods of analysis that aim to interpret and 

understand meanings. A combination of the rules of hermeneutics and phenom-

enology forms phenomenological hermeneutic analysis. Hermeneutic analysis 

also forms the basis of various discipline-specific methods of analysis and close 

readings methods. 

4. Contextual issues and qualitative research 

In research, contextualization is a way to approach a research project or 

link it to the relevant research and to the research setting. Contextualization 

gives confidence and support to the research project as a whole. The contextual-
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ization of research takes various forms. The two main ways to contextualize re-

search will be illustrated and discussed below.  

First, we contextualize our research in relation to the existing literature and 

prior research.  

Second, we contextualize our research by linking it to 

(a) the specific context in which it was conducted, such as the institution 

and workplace  

(micro-level); and  

(b) the location or general setting of the research, such as the geographical 

area and location  (macro-level).  

Based on these two main ways of contextualizing the research, another, 

broader contextualization of the research project is identified, namely, linking 

the research with other disciplines (research areas) and other contexts (loca-

tions). In all cases, research should be contextualized and based on theory and / 

or practice. 

 

Practical and seminars 

 

Practical 11. Experiment in psychological research 

I. Study the theoretical material and answer the following questions: 

1. Areas of use and specifics of the method. Types of causal relationships 

in psychology.  

2. Basic concepts of the experiment. Types of experiments. Experimental 

schemes (plans).  

3. The problem of experiment quality: basic concepts and evaluation crite-

ria.  

II. Practical task: 

1. Make the correct sentence. 

    1. An experiment 

    2. A thought experiment 

    3. A laboratory experiment 

    4. Field experiments 

    5. formative experiment 

a.  is a theoretical model of real experimental situations. 

b. is an experiment conducted under highly controlled conditions (not nec-

essarily a laboratory), where accurate measurements are possible. 

c. is a method of empirical research based on the active and purposeful cre-

ation of controlled conditions that allow us to identify essential properties and 

connections in the object under study. 

d. are done in the everyday (i.e. real life) environment of the participants. 

e. The method is not limited to registering results, but creates special condi-

tions for the development of personal qualities of the subjects. It is widely used 

in educational psychology. 
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2. The main functions of experimental methods include: 

a. Cognitive, verification, analytical, formations 

b. Cognitive, verification, analytical, demonstration 

c. Аnalytical, formations, information, protective 

3. List the types of the experiment: 

a. Laboratory, field, formative 

b. Natural, field, formative 

c. Scientific, laboratory, field 

4. Specify the stages of the experiment in the order in which it is performed  

1. 

2. 

3.  

a. implementation stage 

b. preparatory stage 

c. final stage 

d. illustrative stage 

 

 

Practical 12. Mixed qualitative and quantitative methods 

I. Study the theoretical material and answer the following questions: 

1. Methodology of qualitative and quantitative research.  

2. Quantitative content analysis, qualitative content analysis.  

3. Planning of quantitative research from the point of view of qualitative 

methodology.  

4. Qualitative methods for obtaining “raw” data. 

II. Practical task: 

Is this statements true? 

Modern social researchers are among three methodological and scientific 

paradigms: quantitative, qualitative and “mixed”. 

True 

False 

The principle of mixed research is that researchers should create projects 

that effectively answer their research questions. 

False 

True 

Combining the three cognitive capabilities of qualitative methods is used in 

a research design model called the “sequential priorities model” 

False 

True 

2. Select from the list and insert the missing words:  mixed, “sequential 

contributions”, principle, “intersecting”, “additional coverage”. 
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a. The ........  of mixed research is that researchers should create projects 

that effectively answer their research questions. 

b. “ ..... methods research” (or, briefly, MMR) originated in the early twen-

tieth century. 

c. Secondly, the option of  ...........  implies the achievement of different re-

search tasks by different methods (Qual + Quant). 

d. First, the variant of ........ (convergent) data allows you to compare the 

results of different methods that answer the same question (Qual = Quant). As a 

rule, the qualitative and quantitative parts are realized simultaneously.  

e. The third principle of  .......... allows you to build a chain of continuity 

between data: the results of one method will serve as data for “input” to the next 

method (Qual - > Quant).  

3. Choose what is quality data? 

a. Numbers 

b. Words  

c. Photos  

d. Histogram 

e. Narratives 

4. What applies to mixed methods? Choose the correct answers. 

a. correlation analysis 

b. “combined” research 

c. factor analysis 

d. integrative studies 

e. triangulated studies 

 

Practical 13. Qualitative methods in solving practical problems 

I. Study the theoretical material and answer the following questions: 

1. Characteristics of practical problems solved with the help of high-quality 

methods.  

2. Case studies: qualitative research in the media, qualitative research on 

the Internet; qualitative research in advertising; qualitative marketing research; 

qualitative research in organizational diagnostics; qualitative research in the 

field of health 

II. Practical task: 

1. Is this statement true?  

Among the most typical procedures of qualitative analysis are the selection 

of phrases, patterns, themes, metaphors, their clustering, counting, comparison, 

generalization, comparison with existing constructs and theories, etc. 

False 

True 

Qualitative researchers abandon their own subjectivity and individual as-

pects of their experience.  
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True 

False  

Qualitative methods are complex research methods that reveal in detail not 

statistical quantitative patterns, but the real content of motivational and emo-

tional aspects of information perception. 

True 

False  

Qualitative data is any information collected by a researcher that is ex-

pressed not in words, but in numbers. 

True 

False  

Qualitative researchers abandon their own subjectivity and individual as-

pects of their experience.  

True 

False  

Among the most typical procedures of qualitative analysis are the selection 

of phrases, patterns, themes, metaphors, their clustering, counting, comparison, 

generalization, comparison with existing constructs and theories, etc. 

False 

True 

Dissemination of qualitative research is one of the current trends in meth-

odology. 

False 

True 

The modern field of qualitative research is an extremely branched tree of 

directions, strategies and methods. 

True 

False 

2. Choose the correct answers. The category of “quality” includes: 

a. factor analysis  

b. case study 

c. qualitative content analysis 

d.  analysis of variance 

3. Select from the list and insert the missing words: text, numbers, words 

1. Qualitative data is any information collected by a researcher that is ex-

pressed not in ........ , but in .........: some content that is extracted by the re-

searcher from observation protocols, interviews, documents and audiovisual ma-

terials and formulated, encoded and transmitted to them verbally. 

2. Qualitative methods of analysis are special forms of ...... analysis that 

focus not on the calculation and statistical generalization of certain text units, 

but on their content division, generalization, comparison and interpretation 
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Practical 14. Analysis and presentation of the results of qualitative  

research 

I. Study the theoretical material and answer the following questions: 

1. Analysis of quality data. Levels of analysis of qualitative research data: 

the level of source material, the level of description, the level of interpretation. 

2. Phenomenological and hermeneutical principles of analysis.  

3. The problem of contextualization of qualitative analysis. 

II. Practical task: 

1. Match the sentences:  

1. Open coding  

2. Axial coding 

3. Selective coding 

а. Interconnecting and linking the categories of codes  

b. The initial organization of raw data to try to make sense of it  

c.  Formulating the story through connecting the categories        

2. Qualitative data analysis can be conducted through the following three 

steps: 

1.  

2.  

3. 

a. Developing and Applying Codes 

b. Summarizing the data 

c. Identifying themes, patterns and relationships 

d. Data collection 

3. Is this statement true? 

Qualitative data analysis can be conducted through the following three 

steps: developing and applying codes; Identifying themes, patterns and relation-

ships; summarizing the data. 

True 

False  

Hermeneutic analysis is a name for various methods of analysis, which are 

based on interpreting. 

True 

False  

In research, contextualization is a way to approach a research project or 

link it to the relevant research and to the research setting. 

True 

False  

Phenomenological analysis is based on discussions and reflections of direct 

sense perception and experiences of the researched phenomenon. 

True 

False  

4. Select the types of coding: 
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a. Open coding 

b. Axial coding 

c. Computation 

d. Selective coding 

5. Choose the correct answers. Qualitative data analysis can be divided into 

the following categories: 

a. Content analysis 

b. Venn diagram 

c. Narrative analysis 

d. Discourse analysis 

e. Factor analysis 

f. Grounded theory.  

6. Select from the list and insert the missing words: phenomenology, inter-

preting 

a.  ................. is an approach to explore people’s everyday life experience. 

b. Hermeneutic analysis is a name for various methods of analysis, which 

are based on .........  
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KNOWLEDGE CONTROL SECTION 
 

Test questions on the discipline 

1. History of the use of mathematical tools in psychology in the late 19th – 

early 20th centuries. 

2. Use of mathematical tools in psychology in the early - mid 20th century 

3. Modern use of mathematical tools in psychology. 

4. Phenomenon and process. The law and the case. Determinism and uncer-

tainty of natural and social phenomena and processes. 

5. The probability of the event. The algebra of probabilities. 

6. The probability of the sum of events. 

7. Conditional probability. Calculating the conditional probability of  

an event. 

8. The theorem of multiplying the probabilities of arbitrary events. 

9. Random variables and their characteristics. 

10. Laws of distribution of random variables 

11. The formula of total probability. 

12. Binomial distribution (bernoulli distribution). 

13. Poisson distribution. 

14. Normal (gaussian) distribution. 

15. Uniform distribution. 

16. Student's t-distribution (or simply the t-distribution). 

17. Descriptive statistics. 

18. Graphical visualization of sample data. Scatter plot. 

19. A quantitative description of the sample data. 

20. Sample mean value. 

21. Combinatorics is the study of collections of objects. 

22. Statistical distribution of the sample.  

23. Mathematical expectation of a random variable. 

24. The variance of a random variable.  

25. Experiment in psychological research 

26. Types of experiment. 

27. Requirements for conducting the experiment. 

28. Stages of the experiment. 

29. Characteristics of mixed research. 

30. Advantages and disadvantages of mixed studies. 

31. Types of mixed research. 

32. Characteristics of practical problems solved with the help of high-

quality methods. 

33. Case studies: qualitative research in the media. 

34. Case studies: qualitative research on the Internet. 

35. Qualitative research in advertising. 

36. Qualitative marketing research. 
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37. Qualitative research in the field of health. 

38. Analysis of quality data. 

39. Phenomenological principles of analysis.  

40. Hermeneutical principles of analysis. 

41. Levels of analysis of qualitative research data: the level of source  

material. 

42. Levels of analysis of qualitative research data: the level of description. 

43. Levels of analysis of qualitative research data: the level of interpreta-

tion. 

44. The problem of contextualization of qualitative analysis. 

45. Quantitative content analysis. 

46. Qualitative content analysis. 

47. Qualitative methods for obtaining “raw” data. 

48. Planning of quantitative research from the point of view of qualitative 

methodology. 

49. Methodology of qualitative and quantitative research. 

50. Contextual issues and qualitative research. 
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CRITERIA FOR ASSESSMENT STUDENTS' KNOWLEDGE 

ON THE EXAM (CREDIT) 
 

CREDIT as a form of control and organization of training serves as a 

method of checking the quality of mastering by students of individual sections 

of the curriculum, formed skills. 

The assessment is carried out on a 10-point scale in accordance with the 

criteria for assessing students ' knowledge and competencies developed by the 

Ministry of Education of the Republic of Belarus. 

Criteria for assessing knowledge and competencies on a 10-point scale. 

1 point – one, NOT CREDITED: 

* Absence of knowledge and competencies within the curriculum or refusal 

to respond. 

2 points – two. NOT CREDITED: 

* Fragmentary knowledge within the curriculum of the discipline; 

* Knowledge of certain literary sources recommended by the curriculum of 

the discipline;   

* Inability to use the scientific terminology of the discipline; 

•  The presence of gross stylistic or logical errors in the response; 

* Passivity in practical classes. 

3 points – three. NOT CREDITED: 

* Insufficient knowledge in the curriculum of the discipline; 

* Knowledge of some of the main literature recommended by the curricu-

lum of the discipline; 

* Use of scientific terminology; 

* Presentation of the answer to questions with significant linguistic and 

logical errors; 

* Poor knowledge of the tools of the academic discipline, incompetence in 

solving standard tasks; 

* Inability to navigate the main concepts and directions of the discipline 

being studied; 

* Passivity in practical classes. 

4 points – four. CREDITED: 

• A sufficient amount of knowledge in the curriculum of the discipline; 

* Assimilation of the main literature recommended by the curriculum of the 

discipline; 

* Use of scientific terminology; 

* Stylistically and logically correct presentation of the answer to questions, 

the ability to use it in solving standard problems; 

* Knowledge of the instruments of the academic discipline, the ability to 

use it in solving standard tasks; 

* Ability to solve standard tasks under the guidance of a teacher; 
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* The ability to navigate and evaluate the main concepts and directions of 

the discipline being studied; 

* Work under the guidance of a teacher in practical classes. 

5 points – five. CREDITED: 

* Sufficient knowledge in the scope of the discipline's curriculum; 

* Use of scientific terminology; 

* Stylistically competent and logically correct presentation of the answer to 

questions, the ability to draw conclusions; 

* Knowledge of the tools of the discipline, the ability to use it in solving 

educational and professional tasks; 

* The ability to independently apply standard solutions within the curricu-

lum of the discipline. 

* Assimilation of the main literature recommended by the curriculum of the 

discipline; 

* The ability to navigate the concepts and directions of the studied disci-

pline and give them a comparative assessment; 

* Independent work in practical classes, individual participation in group 

discussions. 

6 points – six. CREDITED: 

* Sufficiently complete and systematized knowledge in the scope of the 

discipline's curriculum; 

* Use of the necessary scientific terminology; 

* Stylistically competent and logically correct presentation of the answer to 

questions, the ability to make informed conclusions; 

* Knowledge of the instruments of the academic discipline, the ability to 

use it in solving educational and professional tasks; 

* The ability to independently apply standard solutions within the frame-

work of the training program; 

* Assimilation of the main literature recommended by the curriculum of the 

discipline; 

* The ability to navigate the concepts and directions of the studied disci-

pline and give them a comparative assessment; 

* Independent work in practical classes, periodic participation in group dis-

cussions. 

7 points – seven. CREDITED: 

* Systematic, deep and complete knowledge of all sections of the curricu-

lum of the discipline; 

* Use of scientific terminology, including in a foreign language; 

* Linguistically and logically correct presentation of the answer to the 

questions; 

* Knowledge of the toolkit of the academic discipline, the ability to use it 

in solving scientific and professional problems; 
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* Assimilation of the main and additional literature recommended by the 

curriculum of the discipline; 

* The ability to navigate the concepts and directions of the studied disci-

pline and give them a critical assessment; 

* Independent work in practical classes, periodic participation in group dis-

cussions. 

8 points – eight. CREDITED: 

* Systematic, deep and complete knowledge of all the issues raised in the 

scope of the discipline's curriculum; 

* Use of scientific terminology, including in a foreign language; 

* Stylistically competent and logically correct presentation of the answer to 

questions, the ability to make informed conclusions; 

* Knowledge of the instruments of the academic discipline, the ability to 

use it in the formulation and solution of scientific and professional tasks; 

* Assimilation of the main and additional literature recommended by the 

curriculum of the discipline; 

* The ability to navigate the concepts and directions of the studied disci-

pline and give them a critical assessment; 

* Active and independent work in practical classes, systematic participation 

in group discussions. 

9 points – nine. CREDITED: 

* Systematized, deep and complete knowledge of all the discipline's curric-

ulum; 

* Accurate use of scientific terminology, including in a foreign language; 

* Stylistically competent and logically correct presentation of the answer to 

questions, the ability to make informed conclusions; 

* Knowledge of theinstruments of the academic discipline, the ability to 

use it effectively in the formulation and solution of scientific and professional 

tasks; 

* The ability to independently solve complex problems in a non-standard 

situation within the framework of the training program; 

* Complete assimilation of the main and additional literature recommended 

by the curriculum of the discipline; 

* The ability to navigate the concepts and directions of the studied disci-

pline and give them a critical assessment; 

* Active independent work in practical classes, systematic participation in 

group discussions. 

10 points – ten. CREDITED: 

* Systematic, deep and complete knowledge of all sections of the curricu-

lum of the discipline, as well as all the main issues that go beyond it; 

* Accurate use of scientific terminology, including in a foreign language; 

* Stylistically competent and logically correct presentation of the answer to 

the questions; 
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* Perfect knowledge of the instruments of the academic discipline, the abil-

ity to use them effectively in the formulation and solution of scientific and pro-

fessional tasks; 

* Expressed ability to solve complex problems independently in a non-

standard situation; 

* Complete and deep assimilation of the main and additional literature rec-

ommended by the curriculum of the discipline; 

* The ability to navigate the concepts and directions of the studied disci-

pline and give them a critical assessment, use the scientific achievements of oth-

er disciplines; 

* Active independent work in practical classes, active participation in 

group discussions. 
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